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## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ENSO</td>
<td>El Niño–Southern Oscillation</td>
</tr>
<tr>
<td>HT</td>
<td>Hilbert Transform</td>
</tr>
<tr>
<td>ITCZ</td>
<td>Intertropical Convergence Zone</td>
</tr>
<tr>
<td>SAT</td>
<td>Surface Air Temperature</td>
</tr>
<tr>
<td>SST</td>
<td>Sea Surface Temperature</td>
</tr>
<tr>
<td>QBO</td>
<td>Quasi-Biennial Oscillation</td>
</tr>
</tbody>
</table>
Abstract

The dynamics of the climate system plays a crucial role in the sustainability of life on Earth, and this motivates research to understand and characterise our climate and predict its evolution. In this thesis we focus on the dynamics of atmospheric temperature and analyse time series of surface air temperature using the Hilbert transform. This allows us to characterise the dynamics of temperature with time series of instantaneous amplitude, phase and frequency. Using these series as the basis of our analysis, we extract meaningful information about global patterns of temperature dynamics.

Firstly, we calculate maps of time-averaged frequency and of its standard deviation and uncover patterns that correspond to well-known climatic conditions: different amplitudes of the annual temperature cycle and regions of high precipitation. In addition, we study the dynamics of instantaneous frequency and phase in three geographical sites. The results reflect the main features of different climates, in particular the difference between the tropical and the extratropical climate.

Then, we use the Hilbert time series to quantify interdecadal changes in temperature dynamics (specifically, in the last 35 years). We find high changes of amplitude in the Arctic and in Amazonia, which are interpreted respectively as due to ice melting and precipitation decrease. We also uncover frequency changes in the Pacific Ocean that suggest a shift towards north and a widening of the atmospheric convection pattern known as the intertropical convergence zone.

Thirdly, we uncover temporal regularities in phase dynamics. We smooth (by doing a temporal average on a moving window) the temperature series, then we apply the Hilbert analysis and study how the mean rotation period of the Hilbert phase depends on the length of the averaging window. In this way, we discover different types of atmospheric dynamics and classify geographical regions according to the results of our analysis.
Finally, we analyse correlations between the phase, amplitude and frequency dynamics in different regions. We analyse phase synchronisation in three areas: the northern extratropics, the southern extratropics and the tropics. Then, we select several geographical sites and study the statistical correlations with the rest of the world, using the different Hilbert time series. We find that these correlations capture large-scale climatic patterns, such as El Niño–Southern Oscillation and Rossby waves.
Resumen

La dinámica del sistema climático tiene un papel crucial en la sostenibilidad de la vida en la Tierra y esto motiva la investigación para comprender y caracterizar nuestro clima y predecir su evolución. En esta tesis nos centramos en la dinámica de la temperatura atmosférica y analizamos series temporales de la temperatura superficial del aire utilizando la transformada de Hilbert. Esto nos permite caracterizar la dinámica de la temperatura con series temporales de amplitud, fase y frecuencia instantáneas. Utilizando estas series como base de nuestro análisis, extraemos información significativa sobre los patrones globales de la dinámica de la temperatura.

En primer lugar, calculamos mapas de frecuencia promediada en el tiempo y de su desviación estándar y descubrimos patrones que corresponden a condiciones climáticas bien conocidas: diferentes amplitudes del ciclo anual de temperatura y regiones de alta precipitación. Además, estudiamos la dinámica de frecuencia y fase instantáneas en tres ubicaciones geográficas. Los resultados reflejan las características principales de los diferentes climas, en particular la diferencia entre el clima tropical y el extratropical.

Luego, usamos las series temporales de Hilbert para cuantificar los cambios entre décadas en la dinámica de la temperatura (específicamente, en los últimos 35 años). Encontramos grandes cambios de amplitud en el Ártico y en la Amazonia, que se interpretan respectivamente como debidos a la fusión del hielo y a la disminución de precipitación. También descubrimos cambios de frecuencia en el océano Pacífico que sugieren un desplazamiento hacia el norte y un ensanchamiento del patrón de convección atmosférica conocido como zona de convergencia intertropical.

En tercer lugar, descubrimos regularidades temporales en las dinámicas de fase. Suavizamos (haciendo un promedio temporal en una ventana móvil) la serie de temperatura, luego aplicamos el análisis de Hilbert y estudiamos cómo el periodo medio de rotación de la fase de Hilbert depende de la longitud de
la ventana de promediado. De esta manera, descubrimos diferentes tipos de dinámica atmosférica y clasificamos las regiones geográficas según los resultados de nuestro análisis.

Por último, buscamos correlaciones entre las dinámicas de fase, amplitud y frecuencia en diferentes regiones. Analizamos la sincronización de la fase en tres áreas: los extratrópicos del norte, los extratrópicos del sur y los trópicos. Luego, seleccionamos varias ubicaciones geográficas y estudiamos las correlaciones estadísticas con el resto del mundo, utilizando las series temporales de Hilbert. Encontramos que estas correlaciones capturan patrones climáticos a gran escala, como El Niño–Oscilación del Sur y las ondas de Rossby.
Chapter 1

Introduction

The Earth’s climate is of fundamental importance for the presence and sustainability of life. Climate changes can have profound socio-economic impacts and trigger complex ecological adaptation mechanisms. On a short time scale, extreme events such as floods, droughts or anomalous temperatures can produce negative effects on different aspects of our life. These reasons motivate research aimed at understanding climate and its long-term variations.

There are different questions that research is trying to answer, for example: How to identify climate similarities and differences in different parts of the world? Which mechanisms are responsible for the climate phenomena that we experience? Is it possible to foresee extreme weather events? How is climate going to change in the short and long terms?

1.1 Overview of climate complexity

In the framework of climate study, climate is defined as the temporal average of weather conditions over long periods of time. Actually, climate is determined by many characteristic processes over a wide range of time scales and spatial scales. Figure is an artistic rendering that summarises what is known about power spectrum of climate variability at all the time scales that have been studied.

The peaks in the leftmost part of the spectrum, in the interval $10^3$–$10^6$ years, are calculated from paleoclimatic proxy indicators. They represent the glaciation cycles, the alternation between colder and warmer temperatures that dominated the Quaternary era. Some of these peaks can be explained by an
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Figure 1.1: Artistic rendering of the power spectrum of climate variability on “all” time scales. It is obtained by putting together the spectral information calculated from many climatic series with different lengths and time resolutions. Taken from [13].

 astronomical cause, i.e. variations in the Earth’s orbit and axis of rotation; others can be explained by internal feedback loops between subsystems of the Earth’s climate; and others still have an unclear origin [14, 15].

In the central range of the spectrum we find centennial (100–400 years), interdecadal (10–35 years) and interannual (2–5 years) oscillations. The interdecadal variability is particularly strong in the North Atlantic, due to the process known as Atlantic Multidecadal Oscillation. In particular, the northern North Atlantic undergoes a change in sea surface temperature on a time scale between 20 and 70 years. The interannual variability is produced by different processes, for example El Niño–Southern Oscillation (ENSO) and Quasi-Biennial Oscillation (QBO). In the next chapters, our analysis will find effects of this processes.

ENSO is an irregular fluctuation of sea surface temperature (SST) and air
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Figure 1.2: Oceanic Niño Index, obtained as a 3-month average of SST in the El Niño 3.4 region. Periods of El Niño are indicated in red, while periods of La Niña are indicated in blue. Taken from [18].

surface pressure on tropical Pacific Ocean [16] [17]. This fluctuation develops between three states: El Niño, La Niña and neutral. El Niño is the state in which the SST of eastern tropical Pacific increases by a few degrees. The associated fluctuation in the tropical atmosphere is called Southern Oscillation, and in the El Niño state there is lower surface pressure in the tropical eastern Pacific than in the western Pacific. Because of that, the low-level surface winds, usually blowing from east to west, get weakened or even blow in the opposite direction. In the La Niña state, the situation is opposite both in the sea and in the ocean: sea surface temperature in eastern tropical Pacific lowers and the usual westward winds over tropical Pacific get stronger. In the neutral state, SST and air surface pressure in the tropical Pacific region are close to average. We can see this oscillation in figure 1.2, which shows the evolution of the Oceanic Niño Index, representing the El Niño part of the oscillation [18]. The ENSO phenomenon is important because it deeply affects the weather not only in the tropical Pacific region, but also across the whole world [19] [21].

QBO is a quasiperiodic oscillation, with a mean period of 28–29 months,
of the direction of zonal winds in the troposphere, that alternates between eastward and westward direction \[22,25\]. It has been shown that the main contribution to the production of QBO is given by gravity waves and this mechanism has been reproduced in different climate models \[26,28\]. In this thesis, we will see possible effects of QBO in an area in tropical Pacific.

In the right part of the spectrum of figure 1.1 we find the fastest variability modes. In particular, we can see two strong and narrow peaks: the annual and the daily oscillations, which are due to the change in solar radiation. The annual oscillation in solar radiation generates effects on different components of the system. For example, we can consider the Intertropical Convergence Zone (ITCZ), an area that encircles the Earth near the equator, where northern and southern trade winds converge \[29\]. The ITCZ moves according to the season: it shifts northward during northern summer and southward during southern summer. The change of the position of the ITCZ affects rainfall in many equatorial areas and causes a pattern of wet and dry seasons, instead of a pattern of cold and warm seasons that is characteristic of extratropical latitudes.

Between the annual and the daily peaks of the spectrum, we find a broader peak representing intraseasonal variability, with a time scale of 1–2 months, which is partially due to Madden-Julian oscillation, an eastward movement in the atmosphere above the tropical regions of Indian and Pacific oceans \[30,31\].

The other peak at 3–7 days represents the synoptic variability, which determines the weather in the extratropical regions and is very important for weather forecasts. One of the important mechanisms determining weather at this time scale is given by Rossby waves \[32,33\]. These waves are due to the polar jet streams, eastward winds located at an altitude of 9–12 km (tropopause), between Polar and Ferrel circulation cells. These jet streams separate polar cold air and tropical warm air. Influenced by the Coriolis force and pressure gradient, the jet streams assume a characteristic windy pattern with large meanders. This meandering pattern propagates eastward, even if at lower speed than the wind that actually flows in the jet stream. Also, it can happen that a meander gets so stretched that it detaches as a separate mass of cold or warm air. These air masses become low-strength cyclones (cold air) or anticyclones (warm air) and have a great influence on weather at mid-latitudes.

The presence of widely different temporal scales is a characteristic feature of complex dynamical systems. Figure 1.3 presents the processes and interactions that determine the climate system. It is composed by many subsystems, each one characterised by different processes that introduce different time scales into the climate system. We can think of these time scales as the response
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Figure 1.3: Representation of the complex organisation of the climate system. It shows the main subsystems and their interactions. Taken from [12].

time that a subsystem takes to go back to equilibrium after a perturbation [12]. Atmospheric responses, for example, have time scales that go from seconds (e.g., the formation of cloud droplets) to around a week (e.g., dissipation of midlatitude weather systems). Oceanic responses have longer time scales, from months (e.g., upper layers ocean mixing) to thousands of years (e.g., deep ocean circulation). The cryosphere (the frozen water part of the Earth’s surface) has even a wider time range, with sea ice having shorter time scales than land ice. The biosphere (the sum of all the ecosystems on the Earth) also has a very wide time range, from seconds (respiration and photosynthesis) to millions of years (changes in biochemistry of living organisms due to evolution). The lithosphere (the solid outer layer of the Earth) has time scales that go up to millions of years (e.g., motion of continents).

Besides, interactions between the components of the climate system can introduce additional time scales. One of the most important examples is the phenomenon of El Niño, where the coupling between the equatorial ocean and the global atmosphere introduces a time scale of variability of about 3–7 years.
1. Introduction

1.2 Analysis of climate time series

To advance in the understanding of our climate system, models with different levels of complexity can be used \cite{34, 35}. While simple models only provide a good understanding of basic phenomena, state-of-the-art models allow for unprecedented predictability \cite{36}. However, the complexity of these models can obscure the interpretation of their predictions.

In the last two decades, the availability of satellite data and advances in data mining \cite{37} have lead to the use of data-driven approaches to understand, characterise and predict our climate. There are approaches based on classical statistics and bootstrap methods, to estimate the evolution of a given climatic variable within a confidence interval \cite{38}. In addition, approaches based on complex networks and machine learning have been recently used to analyse climate data \cite{39, 40}.

In the research work that is summarised in this thesis, we focus on the study of surface air temperature (SAT) time series. In particular, we take our data from reanalysis datasets. It means that, since observations are not available uniformly in time and space, climate models and data assimilation techniques are used to cover the gaps and provide data which is regularly sampled both in time and in space.

Univariate analysis tools that have been used to analyse SAT time series include detrended fluctuation analysis \cite{47, 48}, fractional analysis \cite{49} and wavelet analysis \cite{50, 51}. Changes in the SAT annual cycle have also been investigated, and a trend toward reduced cycle amplitude has been detected in many regions \cite{52, 53, 54, 55, 56, 57, 58}.

A successful approach to study climate is that of climate networks, given by the application of complex network theory to climate \cite{19, 21, 39, 59, 60, 61}. In this approach, climate data is available on a regular grid on the Earth’s surface, whose points are taken as the vertices of the climate network. Bivariate analysis is performed on the climate time series of all the pairs of points: depending on the statistical significance of the correlation between the two points, the corresponding edge is added or not to the climate network. A common technique is to extract anomaly time series from the original climate time series, to remove the effect of annual cycle and consider only the deviations from that cycle. With the climate network approach it is possible to get meaningful information about the climate system at various spatial scales: from local properties (such as the...
number of first neighbours of a vertex) to global properties (such as the clustering coefficient and average path length). An important role is played by the so-called supernodes (or hubs), vertices with a high number of first neighbours, which are associated to known dynamical interrelations in the atmosphere. In particular, supernodes are linked not only to nearby geographical regions, but also to distant regions. The latter links are called teleconnections. Climate networks have been found to have properties of small-world networks as well as scale-free networks, where supernodes correspond to major teleconnection patterns. Also, it has been found that teleconnections make climate more stable and make the climate network more efficient in transferring information \[59, 60\].

One of the tools that have been used to study geophysical time series is the Hilbert transform (HT). It provides, for an oscillatory time series, an analytic signal from which instantaneous amplitude, phase and frequency can be derived (see chapter \[2\]). For this reason, the HT has been used to investigate a wide range of oscillatory signals \[60, 74\]. In particular, the HT has been used to study various geophysical time series \[75\], since they show some degree of periodicity due to seasonality. For example, in \[76\] the HT was used to characterise the daily variability of the Seine river flow from 1950 to 2008, uncovering linkages between river flow variability and global climate oscillations (the North Atlantic Oscillation and the Madden-Julian Oscillation). In \[77\] the HT was used to compute the daily phase shift between temperature signals recorded at the ground surface and at a depth of 5 m in two meteorology stations in Taiwan from 1952 to 2008. Significant reductions in the phase shift from the 1980s to 1990s were found, a result which was interpreted to be related to the warming of the Pacific Decadal Oscillation. In \[78\], the HT was used to study rainfall time series in India and it was found that the multi-scale components of rainfall series have a similar periodic structure as global climate oscillations (QBO, El Niño–Southern Oscillation, etc.).

The Hilbert transform has not been used yet, to the best of our knowledge, to analyse SAT time series. Since SAT typically has a degree of seasonal periodicity (for example, extratropical sites are dominated by the annual cycle), the HT is a promising tool to study SAT. For this reason, in this thesis we develop techniques of analysis of SAT time series that are based on the HT.

Applying the HT to climate time series means, ultimately, that we are considering the time series as oscillations. In this case, it makes sense to measure the synchronisation within a set of oscillators, i.e. between all the time series of a certain geographical region. A classical tool to measure the synchronisation of oscillators is the *Kuramoto parameter*, introduced in the
framework of the Kuramoto model of coupled oscillators \[69, 79, 80\]. This model, with different variations, has found widespread applications in many fields, such as chemical oscillators, laser arrays, neural networks and Josephson junctions \[81, 82\].

We will show that the HT allows us to extract meaningful information about SAT dynamics, to characterise climate in different regions, to identify and to quantify climate changes and to calculate correlations that capture actual climate phenomena. The HT provides additional information, complementary to the one that can be obtained by using the many existing approaches \[83\]. Therefore, it is an important tool to advance the understanding of atmospheric temperature dynamics.

1.3 Plan of the thesis

In the next chapters we present the results of our studies that explore the potential of the HT to analyse climate time series, more specifically SAT series. Our presentation proceeds according to the following structure:

- In chapter 2 we describe the Hilbert transform, pointing out its possibilities and limitations. We also explain how we apply the HT to SAT time series.

- In chapter 3 we analyse spatial properties of instantaneous frequency of SAT. We show maps of average frequency, containing patterns which reflect different climatic regions. In addition, we study the SAT behaviour of relevant sites by analysing the Hilbert trajectories and the distribution of instantaneous frequency.

- In chapter 4 we use Hilbert analysis to quantify the changes in SAT dynamics, on a global scale, that have occurred over the last 35 years. Hilbert amplitude shows the highest changes in the Arctic and in Amazonia, which can be interpreted respectively as due to ice melting and precipitation decrease. We also find a pattern of frequency change that is compatible with the widening and northward shift of the intertropical convergence zone.

- In chapter 5 we present a novel method for extracting information from climatic oscillatory signals. We smooth the SAT series and then apply the Hilbert analysis. We calculate the dependence of the mean rotation period of the Hilbert phase on the smoothing length. By analysing this dependence, we are able to characterise different climatic regimes. In
addition, we can use this dependence as the input of a classification algorithm, to identify different climatic regions.

- In chapter 6 we study the climate system from the point of view of a complex system of coupled oscillators. We calculate the Kuramoto parameter in three different regions, finding strong synchronisation in the extratropics and weak synchronisation in the tropics. Then, we calculate statistical correlations using different time series: SAT anomaly and series that we calculate by Hilbert analysis. Analysing the correlations between different geographical sites given by these series, we uncover various climatic properties, such as the effects of Rossby waves.
Chapter 2

Hilbert analysis

In this chapter we explain how we calculate the Hilbert transform and use it to analyse SAT data. Firstly, in section 2.1 we illustrate the Hilbert transform and its properties. In section 2.2 we illustrate the main limitations of the HT and some methods to overcome them. Then, in section 2.3 we describe the datasets that we use in our work. Lastly, in section 2.4 we explain how, starting from SAT time series, we can calculate the time series of amplitude, phase and frequency.

2.1 Overview of the Hilbert transform

The Hilbert transform is a linear operator that transforms a real signal \( x(t) \) into another real signal, indicated by \( H[x](t) \). It is defined as the convolution of \( x(t) \) with the function \( 1/(\pi t) \):

\[
y(t) = H[x](t) = \frac{1}{\pi} \text{p.v.} \int_{-\infty}^{+\infty} \frac{x(\tau)}{t-\tau} d\tau,
\]

where \( \text{p.v.} \) indicates the Cauchy principal value. The HT allows us to define a complex analytic signal \( h(t) \), from which an instantaneous amplitude and an instantaneous phase can be calculated:

\[
h(t) = x(t) + iy(t) = A(t)e^{i\phi(t)}.
\]
The amplitude $A(t)$ and the phase $\varphi(t)$ can be calculated as

$$A(t) = \sqrt{[x(t)]^2 + [y(t)]^2}, \quad (2.3)$$
$$\varphi(t) = \arctan \frac{y(t)}{x(t)}. \quad (2.4)$$

These two quantities allow to reconstruct the original signal as

$$x(t) = A(t) \cos \varphi(t). \quad (2.5)$$

Besides, we can also calculate the time derivative of the phase to obtain the frequency, $\omega(t)$. We can use these new signals, obtained by using the HT, to characterise different types of oscillating signals. Analogous calculations can be done for signals $x(t)$ with discrete time, as is the case of this thesis work.

As a first example, the Hilbert transform of the harmonic oscillation $x(t) = A \cos(\omega t)$, where $\omega$ is a real positive constant, is $y(t) = A \sin(\omega t)$. In the complex plane, $(x(t), y(t))$ represent the coordinates of a point that describes a circular trajectory of amplitude $A$ and phase $\omega t$. In general, for an arbitrary signal $x(t)$, the Hilbert transform produces a new signal $y(t)$ where each spectral component has a $-\pi/2$ phase shift with respect to the original signal.

As a second example, we consider a signal with discrete time, that oscillates according to

$$x(t) = e^{-2\alpha t} \cos \left[ \left( 1 + e^{-\alpha t} \right) \omega_0 t \right]. \quad (2.6)$$

Its length is $L = 10^4$. We choose $\omega_0 = 2\pi/500$ (which would describe an oscillation of length 500 in a harmonic oscillator) and $\alpha = 1/L$. We calculate

Figure 2.1: Hilbert analysis applied to the signal with time-varying amplitude and frequency given by equation 2.6. The first panel shows the signal $x(t)$ (red line) and its Hilbert amplitude $A(t)$ (blue dashed line); the second panel shows only the Hilbert amplitude $A(t)$; the third panel shows the ratio between the instantaneous Hilbert frequency and $\omega_0$. 

As a second example, we consider a signal with discrete time, that oscillates according to

$$x(t) = e^{-2\alpha t} \cos \left[ \left( 1 + e^{-\alpha t} \right) \omega_0 t \right]. \quad (2.6)$$

Its length is $L = 10^4$. We choose $\omega_0 = 2\pi/500$ (which would describe an oscillation of length 500 in a harmonic oscillator) and $\alpha = 1/L$. We calculate
the HT and then the instantaneous amplitude and frequency. The results are shown in figure 2.1. We can see that the amplitude $A(t)$ is the exponentially decreasing envelope of the signal $x(t)$, given by the expression $e^{-2\alpha t}$, while the frequency $\omega(t)$ decreases according to $(1 + e^{-\alpha t})\omega_0$. We also note that, near the extremes, $A(t)$ and $\omega(t)$ display an oscillatory behaviour that deviates from the exact analytical expressions.

![Figure 2.1](image1)

**Figure 2.1:** As figure 2.1, but for the harmonic signal $x(t) = \cos(\omega_0 t)$.

![Figure 2.2](image2)

**Figure 2.2:** As figure 2.1 but for the harmonic signal $x(t) = \cos(\omega_0 t)$.

To better understand the magnitude of this effect, we take into account a simple harmonic oscillation $x(t) = \cos(\omega_0 t)$, again with length $L = 10^4$ and $\omega_0 = 2\pi/500$. In figure 2.2 we show the results of Hilbert analysis applied to this signal. We see that the amplitude $A(t)$ is the envelope of the signal $x(t)$. However, a closer inspection (in the second panel) reveals small oscillations near the extremes of the time domain. In the same way, the instantaneous frequency $\omega(t)$ is not always exactly equal to the theoretical frequency $\omega_0$, since it displays oscillations near the extremes. In general terms, the Hilbert transform applied to a finite-time signal produces these oscillating errors near the extremes of the signal. Even if the reconstruction $x(t) = A(t)\cos \varphi(t)$ still exactly holds, the values of amplitude, phase and frequency, taken separately, deviate from the true values that we know from the model.

### 2.2 Limitations of the Hilbert transform

Although formally the instantaneous amplitude, phase and frequency can be computed for any arbitrary signal $x(t)$, they have a clear physical meaning only if $x(t)$ is an oscillatory signal with a narrow band of frequency. In this case, the amplitude $A(t)$ coincides with the envelope of $x(t)$ and the frequency $\omega(t)$ coincides with the frequency of the maximum of the power spectrum computed in a running window (see appendix A2 in [69] for a detailed discussion).
On the other hand, the instantaneous amplitude, phase and frequency lack a clear physical meaning when the signal is a superposition of oscillating components with different time scales. This is indeed a common situation in real-world oscillations and particularly relevant for climatic time series [84]. Huang and coworkers [66, 75, 85] have proposed and compared different methods to overcome this limitation of the Hilbert analysis. A well-established method is the empirical mode decomposition, that breaks down the original signal into a set of intrinsic mode functions. Each one of these functions admits a “well-behaved” Hilbert transform and is fully characterised by instantaneous amplitude and phase with the physical meaning of a rotation. Another solution is to apply a band-pass filtering, to isolate a narrow frequency band, and then apply the HT to the filtered signal.

However, even in datasets that do not meet the mathematical requirements to ensure well-behaved signals, the results of Hilbert analysis (as well as of other nonlinear analysis tools [86]) can be helpful for understanding and characterising the dynamical system that generates the signal. In the research work that we summarise in this thesis, in some cases we apply a smoothing filter before the HT and in other cases we directly calculate the HT of the raw data. We will see that in both cases we can obtain meaningful and useful information.

2.3 Datasets

In our work we mainly use the ERA-Interim reanalysis dataset [87], but to check the robustness of our findings we also compare them with the ones obtained from NCEP-DOE AMIP-II Reanalysis [88].

ERA-Interim gives information in regular grid of points over the Earth’s surface, with a spatial resolution of 2.5 degrees, both in latitude and in longitude. That means that we consider \( N = 73 \times 144 = 10512 \) geographical sites. To indicate a site, we use an index \( j \in [1, N] \). Since the sites are regularly spaced in latitude and in longitude, they are denser near the poles than near the equator. In other words, to each site corresponds an area which is proportional to the cosine of the latitude, so it is maximum at the equator and minimum at the poles. Thus, we assign to each site \( j \) the weight \( w_j \), that is proportional to the area of the site:

\[
w_j = \cos(\text{lat}(j)).
\]

For each site, we know the time series of SAT with daily resolution, from 1979 to 2017. So, every SAT time series has a length of \( L = 14245 \) days.
2.4. Methods

NCEP-DOE AMIP-II Reanalysis covers a longer time interval than ERA-Interim, over a grid of $94 \times 192 = 18048$ geographical sites. In order to perform a precise comparison between the results of the two datasets, in NCEP-DOE we consider the same time interval as in the ERA-Interim dataset.

The two reanalysis datasets analysed in this thesis are freely available at [89, 90].

2.4 Methods

Figure 2.3 describes the steps taken to obtain the Hilbert time series of instantaneous amplitude, phase and frequency from a SAT time series. To explain the procedure, we choose a geographical site that is located in continental east Asia and that will be shown to have a “regular” behaviour.

To indicate the raw SAT time series we use the notation $r_j(t)$, where $j \in [1, N]$ indicates the site and $t \in [1, L]$ indicates the day. First, we smooth the series by taking a moving temporal average of $r_j(t)$ over a window of length $\tau$. In figure 2.3 we show the results for $\tau = 1$ day, i.e. no smoothing. Then, we remove the linear trend and normalise the time series to zero mean and unit variance. The preprocessed (smoothed, detrended and normalised) time series is referred to as $x_j(t)$. Since we consider this series as an oscillating signal, we apply to it the Hilbert transform for discrete time to obtain the complementary oscillation $y_j(t) = H[x_j](t)$. Specifically, we use the Hilbert function of the SciPy library of Python. We can see these two time series as the coordinates of a point that describes a “noisy circle” trajectory. The first three panels of figure 2.3 represent the preprocessed SAT series $x_j(t)$, its Hilbert transform $y_j(t)$ and the trajectory described by the two time series.

We anticipate here that the case shown in the picture is the “regular” case, in which the noisy circle is well defined, since its amplitude is bigger than the irregular fluctuations. Therefore, instantaneous amplitude and phase, $A_j(t)$ and $\varphi_j(t)$, can be defined and it’s easy to see the meaning of equations 2.3 and 2.4 to calculate them. We will also see that, even in “irregular” cases where amplitude and phase could not be defined with a rotation meaning, the Hilbert analysis is nevertheless able to find meaningful results. Taking into account the individual signs of $x_j(t)$ and $y_j(t)$, we can obtain $\varphi_j(t)$, measured in radians, in the interval $[-\pi, \pi]$. As a general trend, when the increasing phase reaches the upper extreme of this interval, then it jumps to the lower extreme and starts to grow again. We eliminate these sudden jumps using a standard function (in the NumPy library of Python) that appropriately adds multiples of $2\pi$. By doing
Figure 2.3: Computation of the Hilbert time series for a site in continental east Asia. For easy visualisation, we limited the plots to the period 1995–2000.
2.4. Methods

this, we unwrap the phase and obtain a “continuous” evolution in time. For example, if the SAT series is dominated by the annual oscillation, we expect the phase to have an increasing trend of $2\pi$ per year.

Then, we obtain the instantaneous frequency series, $\omega_j(t)$, as the time derivative of the unwrapped phase, using a second-order discrete formula. In the case of the annual oscillation, we expect the frequency to have the value of $1 \text{ y}^{-1}$. The last three panels of figure 2.3 show the amplitude $A_j(t)$, the phase $\varphi_j(t)$ and the frequency $\omega_j(t)$. Calculations show, as expected, that the phase has an average evolution of $2\pi$ in one year and that the frequency, while having large fluctuations, has an average value of $1 \text{ y}^{-1}$.

In this thesis work, we compare results obtained by Hilbert time series (amplitude, phase and frequency) with results obtained by other approaches. A popular approach in climate studies is to decompose the SAT time series into two components: climatology and anomaly. Climatology represents the typical yearly evolution of the time series and is calculated, for each day of the year, as the average over all the years of the SAT time series. Anomaly is the deviation of actual SAT, $r_j(t)$, from climatology and is calculated simply as the difference between the two quantities. We indicate climatology with $c_j(t)$ and anomaly with $z_j(t)$. So, anomaly is calculated as

$$z_j(t) = r_j(t) - c_j(t).$$ (2.8)

As we explained in section 2.2, the HT algorithm applied to a finite-time series produces fluctuating errors near the extremes in each of the calculated series. After testing with various examples, by comparing the numerical HT with the known analytical HT, we choose to discard the initial and final 2 years from the final Hilbert series, so that they have a relative error which is lower than $10^{-2}$. In this way, we analyse time series of 35 years (from 1981 to 2015) with length $L = 12783$ days.
Chapter 3

Hilbert frequency of SAT time series

In this chapter we explore the potential of the Hilbert transform to analyse SAT time series. In each geographical site, annual solar forcing and atmospheric variability give different contributions to, respectively, a regular oscillation and a noisy background. Our work is aimed at studying the properties of SAT oscillations by means of the HT. Depending on the site, the Hilbert trajectory can be a “noisy limit cycle”, with well-defined amplitude and phase, or it can have a more irregular behaviour. Analysing the frequency and the trajectory on a global scale, we aim to address the following questions: is it possible to quantify the degree of regularity of SAT dynamics by means of the statistical properties of the Hilbert frequency time series? Can we identify geographical regions with regular frequency dynamics and other regions with strongly fluctuating frequency? Does frequency behaviour change according to seasons?

To address these issues, we consider SAT data from ERA-Interim dataset. For each site we calculate the frequency series from the SAT series, as explained in chapter 2 without applying any filter to raw SAT. In spite of the fact that the analysed SAT series have a “non-monochromatic” and a “not narrow band” nature (and thus do not meet the mathematical conditions needed to obtain a Hilbert phase with a physical meaning of rotation), we show here that HT applied to them gives meaningful results, that can help us to characterise SAT dynamics.

As it was shown in figure 2.3, the instantaneous frequency can have large fluctuations. Here we show that the maps of time-averaged frequency and
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Figure 3.1: Global distribution of time-averaged frequency. The left panel shows the map of time-averaged frequency. Its colour scale is in units of $y^{-1}$ and is adjusted so that the frequency value corresponding to the annual cycle ($1 \ y^{-1}$) is displayed in white. The circle, triangle and square indicate the following geographical sites: northern extratropics (47.5 N, 130 E), western Pacific (5 N, 150 E) and central Pacific (0 N, 160 W). The right panel shows the histogram of time-averaged frequency of all the sites, weighted according to the area of each site.

its standard deviation present large-scale coherent structures with regions of regular or irregular frequency dynamics, which can be interpreted in terms of large-scale atmospheric phenomena. In the extra-tropics, the average frequency in general corresponds to the expected one-year period of solar forcing, while in the tropics a different behaviour is found, with particular regions having a faster average frequency. In the standard deviation map, large-scale structures are also found, which tend to be located over regions of strong annual precipitation.

Section 3.1 presents histograms and maps of time-averaged frequency and its standard deviation. In section 3.2 we analyse in detail three sites with different behaviours. Then, in section 3.3 we use another method to calculate frequency, to test the robustness of our results. Finally, in section 3.4 we analyse how frequency changes between summer and winter.

The results that we present in this chapter were published in [91].

3.1 Global statistics of frequency

We perform a statistical analysis of the obtained time series of instantaneous frequencies: for each site $j$, we calculate the time-averaged value of the frequency, $\bar{\omega}_j$, and its standard deviation, $\sigma_j$, and show with colour maps how these values are distributed over the world.
3.2. Analysis of specific geographical sites

Figure 3.2: The left panel shows the map of standard deviation of instantaneous frequency, where the colour scale is in units of $y^{-1}$. The right panel shows the map of annual mean precipitation in units of mm/day (we reproduced this figure using data from The Version 2 Global Precipitation Climatology Project (GPCP) [92]).

We begin by presenting the plot of the spatial distribution of time-averaged instantaneous frequency in figure 3.1. In the map, the colour code represents the averaged frequency in units of $y^{-1}$, and is adjusted so that white corresponds to the frequency of the annual cycle ($1y^{-1}$), while red represents higher frequency values. Large scale structures are seen, with well-defined geographical regions where the average frequency is faster than the annual cycle. The histogram shows the distribution of time-averaged frequencies, weighted according to the area of each site. Its peak corresponds with the frequency of the annual cycle.

To investigate the spatial structure of frequency fluctuations, figure 3.2 displays in colour code the map of the standard deviation of the frequency series and compares it to the map of annual mean precipitation [92]. We will discuss the similarities and differences between these maps.

3.2 Analysis of specific geographical sites

As a second step, we choose three sites with different SAT behaviours and analyse in detail their Hilbert trajectory and their instantaneous frequency.

Figure 3.3 gives details about a site located in the extratropics, in continental east Asia, indicated in figure 3.1 with a circle in a white area. The instantaneous frequency and the corresponding trajectory are shown, during a the period 1995–2000. Additionally, the frequency pdf is shown, computed with all the values in the time series. Since a “regular” SAT dynamics in the extratropics consists of an annual four-season oscillation (with relatively small fluctuations due to SAT variability), we expect an average instantaneous frequency equal to
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Figure 3.3: Analysis of the site located in the northern extratropics (indicated in figure 3.1 with a triangle). The upper left panel shows the Hilbert trajectory. The upper right panel shows the histogram of instantaneous frequency. The lower panel shows the evolution of instantaneous frequency. In the two panels of instantaneous frequency, the dashed line indicates the average value. For ease of view, trajectory and frequency evolution are plotted only in the period 1995–2000.

one rotation per year. In fact, looking at the data presented in figure 3.3, we see that the average instantaneous frequency corresponds to the expected value. We also note the presence of negative values of the instantaneous frequency and we remark that the histogram covers a wide range of both positive and negative frequency values (i.e. clockwise and anticlockwise rotation). We will show later that this is in part due to the fact that we are not applying any filter to the signal. While other methods can be employed to obtain an always positive frequency (see [69] for a discussion), we will show that this simple approach yields meaningful information about large-scale patterns in SAT dynamics. We also remark that, in this typical “regular” case, the trajectory shows a well-defined noisy limit cycle, since its amplitude is bigger than the irregular fluctuations; therefore, the instantaneous phase is always defined.
3.2. Analysis of specific geographical sites

Figure 3.4: Analysis of the site located in the western Pacific (indicated in fig. 3.1 with a triangle). Analogous to fig. 3.3.

Next, we discuss two examples of “faster” sites, with “irregular” trajectories that do not resemble noisy limit cycles. We will show that the “irregular” behaviours are clearly captured by Hilbert frequency analysis. Figure 3.4 shows the same analysis performed on a site located in the western Pacific Ocean, indicated in figure 3.1 with a triangle in a red area. A highly irregular dynamics is observed, which does not resemble a noisy limit cycle, and the fluctuations of the instantaneous frequency are larger than those in a regular site (compare the histograms of the two figures 3.3 and 3.4).

Figure 3.5 shows analogous results for a site located in the central Pacific Ocean, indicated in figure 3.1 with a square in a transition area (at the border of a red area). Here again we observe a highly irregular dynamics, but in contrast with the previous case, the frequency fluctuations are usually small, and only occasionally there are large fluctuations.
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![Figure 3.5: Analysis of the site located in the central Pacific (indicated in fig. 3.1 with a square). Analogous to fig. 3.3.](image)

3.3 **Alternative calculation of frequency**

To test the robustness of our results, we calculate the frequency in a different way: we divide the time series of the phase, \( \varphi_j(t) \), in windows of 31 days and then we calculate the slope of the linear regression of the phase in each window. In other words, the Hilbert frequency is computed as the linear trend of the phase in windows of 31 days. So, we have a value of frequency for each 31-day window and we can calculate statistics over these values. The obtained results are presented in figure 3.6, we see that the map of average frequency and the histogram of average frequency (the two upper panels) are almost identical to the ones in figure 3.1. On the other hand, the map of the standard deviation (lower panel) is qualitatively very similar to the one in figure 3.2 (it has the same spatial structures), but the standard deviation values are lower.

In contrast, the distribution of instantaneous frequency in the chosen sites changes drastically: negative values are almost fully suppressed. Figure 3.7
3.3. Alternative calculation of frequency

Figure 3.6: Hilbert frequency calculated as the linear trend of the phase in windows of 31 days. The upper left panel shows the map of time-averaged frequency, with the colour scale in units of \( \text{y}^{-1} \). The upper right panel shows the histogram of time-averaged frequency of all the sites, weighted according to the area of each site. The lower panel shows the map of standard deviation of instantaneous frequency, with the colour scale in units of \( \text{y}^{-1} \).

Figure 3.7: Histograms of instantaneous frequency calculated as the linear trend of the phase in windows of 31 days. The three panels show the histogram for the three chosen sites, indicated with a circle, a triangle and a square in figure 3.6.
Figure 3.8: Results obtained by selecting summer (left column) or winter (right column) in the frequency series. The four panels show the maps of time-averaged frequency (upper row) and standard deviation of frequency (lower row). The colour scales are in units of $y^{-1}$. In the maps of average frequency, the blue colour indicates frequencies lower than $1y^{-1}$.

shows the histograms of instantaneous frequency for the same sites as before (indicated with a circle, a triangle and a square in figure 3.6).

### 3.4 Seasonal behaviour of frequency

Lastly, in order to investigate how frequency fluctuations vary in different seasons, we extract from every time series of frequency, $\omega_j(t)$, the values that occur during winter and the ones that occur during summer (taking into account that winter in the northern hemisphere corresponds to summer in the southern hemisphere, and vice versa). In this way, for each site we obtain two series: one of winter frequency $\omega^w_j(t)$, and one of summer frequency $\omega^s_j(t)$. Then, we analyse the average value and the standard deviation of the two series. The results are displayed in figure 3.8. Remarkably, in the maps of average frequency we see large regions (blue colour) where frequency is lower than $1y^{-1}$. These regions were not detected when analysing the whole frequency series (figure 3.1).
3.5 Discussion

As indicated before, the expected value of frequency (corresponding to a complete cycle in one year) is $1 \text{ y}^{-1}$. An inspection of figure 3.1 reveals that the extratropical areas tend to have this expected value (they are coloured in white). Deviations from this behaviour are characterised by a faster average frequency, and are concentrated in the tropical area and also in a southern ocean band. If we look at the histogram of figure 3.1, we can see that the most probable average frequency corresponds to that of one cycle per year, and we can also note that the distribution has a long tail in the higher frequency side, while it decreases sharply in the low frequency side (only very few sites have an average frequency that is slightly lower than $1 \text{ y}^{-1}$). This lack of “slow frequency” sites can be understood as being due to solar forcing: even if the oscillation induced by solar forcing is small, it produces at least one cycle per year. In many regions, due to other climatic processes, the average frequency is higher. Thus, we detect two main types of dynamics: regular sites and faster sites. We are going to discuss them in more detail.

We begin by considering the regular sites. We have chosen a typical one and its behaviour is analysed in figure 3.3. In addition to the annual solar forcing that produces the base of the regular trajectory, SAT dynamics has oscillations with shorter characteristic times, due to climatic processes like synoptic weather variability, which cause noisy deviations from the regular cycle. In this case, we note that the secondary oscillations have a significantly smaller amplitude than the annual cycle. If we look at the trajectory, we can see that the secondary cycles are not large enough to circle around the origin. Thus, even if they affect the instantaneous value of the frequency, they have a small effect on the average value. Therefore, in this site, the trajectory describes a well defined (but noisy) limit cycle, and we refer to this geographical site as a “regular site”.

Next, we analyse geographical sites which have higher values of average frequency (examples are shown in figures 3.4 and 3.5). It is well-known that in tropical regions the annual solar forcing has a small amplitude, which is comparable to or even smaller than the amplitude of the oscillations induced by other (faster) climatic processes. Due to these additional oscillations, the Hilbert algorithm detects more than one oscillation per year, which results in the high value of frequency that we see in the red regions in figure 3.1. We
Note that the average frequency does not correspond to a semi-annual cycle, as could be expected due to the characteristic solar forcing of the tropics (double crossing of the sun across the equator). We can understand the faster frequency by analysing the noisy trajectories: the cycles produced by the faster processes dominate the trajectory and can wash out the effect of the small-amplitude solar forcing (annual or semi-annual). Since many of these fast oscillations are wide enough to circle around the origin, they are counted as complete cycles and affect the frequency, increasing its average value and creating large fluctuations.

To yield light into the climate processes that can be represented in these fluctuations, let us consider the maps shown in figure 3.2: the standard deviation of frequency and the annual mean precipitation. While there are some differences in the extratropics, we observe a strong similarity between the two maps in the tropical regions. This is consistent with the fact that convective activity generates deep clouds that, on one hand, shield the surface from the solar radiation and can induce fast changes in the surface air temperature and, on the other hand, are responsible for the high level of precipitation. As for the extratropical region of high standard deviation located in the southern ocean, this region is characterised by large sea surface temperature (SST) gradients (fronts) and high eddy activity, which can strongly affect the above air temperature and can explain the strong fluctuations of instantaneous frequency.

In figure 3.6 we can see the results when frequency is calculated by using the linear trend of Hilbert phase, a procedure that washes out the frequency fluctuations that are due to “phase noise”. The spatial patterns found in the map of time-averaged frequency and in the map of standard deviation of frequency are robust, in the sense that they are also found when frequency is computed with this other procedure. In contrast, the histograms of instantaneous frequency (figure 3.7) strongly depend on the procedure used to compute the frequency. In fact, this new procedure of frequency calculation washes out the phase oscillations that were producing the negative values of instantaneous frequency. To extract additional information from Hilbert frequency and to understand more deeply the meaning of its irregularities, we need to go beyond the analysis of the average and of the standard deviation. We need to apply more sophisticated approaches, such as the ones discussed in [85].

Now let us consider frequency and its fluctuations in the different seasons. Comparing the summer and winter maps shown in figure 3.8, we can see that in the tropics there are no large summer-winter differences (the average value of frequency and its standard deviation tend to be the same), but in the extratropics both the average frequency and its standard deviation tend to be higher in winter than in summer.
3.6 Conclusions

In particular, in the southern latitudes next to Antarctica, the average frequency is higher than $1 \text{y}^{-1}$ in winter and lower than $1 \text{y}^{-1}$ in summer. This is likely due to the existence of sea ice during winter that isolates the atmosphere from the ocean (acting as a buffer for air-sea interaction), thus allowing faster SAT fluctuations. In the midlatitude oceans, the air-sea contrast is larger in winter than in summer, and SST gradients are larger. Moreover, in winter the atmosphere is more active, thus allowing faster changes in SAT fluctuations and more day-to-day variability. In the tropics, SST is high during summer, particularly off the equator, and this is able to induce stronger convection leading to higher frequency in air temperature variability. Over continental areas, northern India presents the region with the smallest average frequency during summer, with a value lower than the annual cycle. This is likely related to the development of the convection associated with the Indian monsoon, which induces maximum rainfall amounts over that region. However, it is unclear why convection would diminish the average frequency instead of increasing it, as is the case over the tropical oceans. Further understanding is left for future studies.

3.6 Conclusions

We have calculated Hilbert instantaneous frequency from daily SAT series of the ERA-Interim dataset. As a first step, we found that the maps of average frequency uncover well defined large-scale patterns. In the extra-tropics, the average frequency generally corresponds to the expected one-year period of solar forcing, while the tropics generally display a faster behaviour. The results were interpreted as being due to the fact that in the tropics the amplitude of the annual oscillation is small in comparison to oscillations induced by other climatic processes. Coherent structures were also found in the maps of the standard deviation of frequency, which tend to be located over regions of strong annual precipitation. The main differences between summer and winter frequency behaviour were found in the extra-tropics, where the average frequency and the standard deviation tend to be higher during winters.

In general, the time series of instantaneous frequency display large fluctuations, whether the geographical site is a “regular” site with average frequency corresponding to one cycle per year, or an “irregular” site that displays a faster frequency dynamics. Such frequency fluctuations are often considered artifacts that can be removed by appropriated filtering. However, in the case of the SAT daily data analysed here, the frequency fluctuations indeed contain meaningful
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information about large-scale climate phenomena.

Our results indicate that Hilbert analysis can be a valuable tool to gain information about the dynamics of climatic variables. In particular, it allows us to find patterns of different dynamics at a global scale, which are tied to different climatic conditions.
Chapter 4

Changes in SAT dynamics over the last 35 years

The results presented in the previous chapter motivated us to use the Hilbert time series of amplitude, $A(t)$, and frequency, $\omega(t)$, to quantify SAT changes. While changes in the SAT annual cycle have been investigated (a trend to reduced cycle amplitude has been detected in many regions [52–58]), changes in SAT dynamics over several decades have not been investigated yet at a global scale, to the best of our knowledge. In order to fill this gap, we use Hilbert analysis to investigate SAT time series with daily resolution. Our goal is to detect the regions where changes in SAT dynamics over the last 35 years are more pronounced. Specifically, we are interested in addressing the following questions: Which properties of $A(t)$ and $\omega(t)$ display relevant changes? In which regions are these changes more pronounced? Which processes can be responsible of these changes? Can these changes be used as a quantitative measure of regional climate change?

In section 4.1 we explain how we quantify changes in time series and how we evaluate the statistical significance of such changes. Then, in section 4.2 we present the results about amplitude change: maps of the relative changes of amplitude average and its variance. Analogously, in section 4.3 we present the results about frequency change. We also compare the results with a non-Hilbert approach. In section 4.4 we draw the conclusions of this work. Additionally, in section 4.5 we provide supporting results that show the robustness of our findings.

The results that we present in this chapter were published in [93].
4. Changes in SAT dynamics over the last 35 years

4.1 Quantifying changes in SAT dynamics

4.1.1 Relative change

We quantify the relative change in Hilbert amplitude by

\[
\frac{\Delta \bar{A}}{\bar{A}} = \frac{\bar{A}_1 - \bar{A}_f}{\bar{A}},
\]

(4.1)

where \(\bar{A}_f\) is the time-averaged value of the amplitude during the first 10 years of the time series (1981–1990), and \(\bar{A}_l\) during the last 10 years (2006–2015). The simple notation \(\bar{A}\) indicates the amplitude averaged over all the time series. Analogously, we calculate the relative change of amplitude variance, \(\Delta \sigma^2 / \sigma^2\), of frequency average, \(\Delta \omega / \omega\), and of frequency variance, \(\Delta \sigma^2_\omega / \sigma^2_\omega\). In section 4.5.2 we analyse how the uncovered spatial structures depend on the time intervals that we use to calculate the relative changes. While the values of the relative changes vary with the considered time interval, the spatial maps are remarkably robust as the same structures are found with the three time intervals considered.

We perform a similar analysis to detect changes by a non-Hilbert approach. Starting from the raw SAT time series, we compute the amplitude of the climatology and the variance of the anomaly time series. Specifically, the amplitude of the climatology time series \(c(t)\) in the time interval \(I\) is calculated as

\[
A^{(\text{clim})}(I) = \max_t [c^I(t)] - \min_t [c^I(t)],
\]

(4.2)

where \(c^I(t)\) is the climatology series calculated only in the time interval \(I\). We remark that the climatology amplitude \(A^{(\text{clim})}(I)\) is a scalar number that depends on the choice of the time interval \(I\). We calculate the climatology amplitude in the first and last decade, as well as in the whole series. As before, we use these values to calculate the relative change, \(\Delta A^{(\text{clim})} / A^{(\text{clim})}\). Also, the variance of the anomaly time series \(z(t)\) is calculated and then used to find the relative change, \(\Delta \sigma^2_z / \sigma^2_z\).

With the goal of relating changes in Hilbert frequency with changes in statistical properties of SAT time series, we perform an analysis of the number of zero-crossings: for each preprocessed SAT time series \(x(t)\), we count the number of crossings through the mean value, \(x = 0\). As with other quantities, we then calculate the relative change.
4.2 Amplitude changes

4.1.2 Significance analysis

A statistical significance analysis is performed by surrogating Hilbert series. For each amplitude time series (i.e. in each geographical site) we generate 100 shuffle surrogates of the amplitude series and for each surrogate we calculate the relative change $\Delta \bar{A}/\bar{A}$. Then, we calculate the average over the 100 surrogates, $\langle \Delta \bar{A}/\bar{A} \rangle_s$, and its standard deviation, $\sigma_s$, and use them to define the significance threshold. The relative change computed from the original data is considered significant if it is higher than $\langle \Delta \bar{A}/\bar{A} \rangle_s + 2\sigma_s$ or lower than $\langle \Delta \bar{A}/\bar{A} \rangle_s - 2\sigma_s$. In the colour maps, regions where changes are not significant are displayed in white. We apply the same test to frequency changes and the other quantities, except for the climatology, for which a surrogate test is not applicable. In section 4.5.1 various thresholds are considered and, in addition, a non-parametric significance test is used. Here we present only the maps obtained with threshold $\pm 2\sigma_s$, because it is a compromise between uncovering the spatial regions where SAT changes are pronounced and disregarding the areas where the changes are small.

4.2 Amplitude changes

In figure 4.1, panels (a) and (b) display the time-averaged amplitude, respectively in the first and in the last 10 years. Panel (c) displays the relative change of Hilbert amplitude, $\Delta \bar{A}/\bar{A}$. Here we see an area of large increase (more than 50%), located in Amazonia (red spot marked by a triangle), and an area of large decrease (again, more than 50%), located in the Arctic (blue spot marked by a circle). The raw SAT time series in these regions are displayed in figure 4.2.

In both time series we clearly observe a change in the amplitude of the oscillations in the last 10 years in comparison with the first 10 years, having a visual confirmation of the changes detected by Hilbert amplitude. The red spot in Amazonia, whose SAT series shown in figure 4.2(a) has an increasing amplitude, can be interpreted in terms of changes in precipitation. In particular, the increase of Hilbert amplitude is linked to the decrease of precipitation and to the lengthening of the dry season (as reported in [94–96]). This is due to the fact that, when precipitation decreases, the fraction of solar radiation that is not used for evaporation is used to heat the ground, which in turns heats the surface air. This leads to higher extreme temperatures during the dry seasons, as can be observed in figure 4.2(a). Regarding the blue spot in the Arctic region, whose SAT series shown in figure 4.2(b) has a decreasing amplitude, it can be interpreted as due to the melting of sea ice. In fact, when ice is present at the surface of the sea, it acts as an insulator, preventing heat exchange between
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Figure 4.1: Relative change of time-averaged Hilbert amplitude. (a) Amplitude averaged over the first 10 years (1981–1990). (b) Amplitude averaged over the last 10 years (2006–2015). (c) Relative change of time-averaged Hilbert amplitude, $\Delta \bar{A}/\bar{A}$. (d) Relative change of the amplitude of the annual cycle, computed from the amplitude of the climatology, $\Delta A^{(\text{clim})}/A^{(\text{clim})}$. In (a) and (b), amplitude is represented in the same renormalised units as the preprocessed SAT series $x(t)$. sea and air. This causes a large amplitude of SAT cycle. On the other hand, if the ice melts, the air-sea heat exchange reduces the amplitude of the cycle. In particular, during winter the air temperature is mitigated by the sea and tends to have more moderated values. It is important to take into account that this blue spot is in a region where the observational constraints from satellites on the reanalysis are scarce. This circumstance decreases the quality of the reanalysis in the region. Therefore, in order to check whether the detected changes are robust, we perform the same analysis using the NCEP-DOE reanalysis dataset. The results, presented in section 4.5.3, confirm the presence of the blue spot in the Arctic.

Next, we compare the changes detected by Hilbert amplitude with those computed by decomposing SAT time series into climatology and anomaly. Since the climatology term retains the annual cycle, we expect its amplitude change to give similar results as the Hilbert amplitude change. On the other hand, the anomaly term contains all the rapid variability, so we expect its variance to
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Figure 4.2: SAT time series in two regions where a clear change in the oscillation amplitude is found. (a) Site in Amazonia (7.5 S, 307.5 E), marked with a triangle in fig. 4.1(c). (b) Site in the Arctic (75 N, 40 E), marked with a circle in fig. 4.1(c).

Figure 4.3: Relative change of amplitude fluctuations computed from the variance of (a) the Hilbert amplitude, $\Delta \sigma^2_A/\sigma^2_A$; (b) the anomaly time series, $\Delta \sigma^2_z/\sigma^2_z$.

give similar results as the variance of Hilbert amplitude.

Figures 4.1(c) and 4.1(d), which display respectively the relative change of time-averaged Hilbert amplitude and of climatology amplitude, and figures 4.3(a) and 4.3(b), which display respectively the relative change of Hilbert amplitude variance and of anomaly variance, confirm these expectations. A good qualitative agreement is seen in the spatial structures. Importantly, the structures uncovered
by time-averaged Hilbert amplitude are well-defined, in comparison with those uncovered by the analysis of the climatology amplitude, which look noisier. These results confirm that Hilbert analysis directly applied to unfiltered SAT indeed gives a physically meaningful instantaneous amplitude, with average and variance values that are consistent with those computed from SAT.

In figure 4.3, however, there is a difference in the eastern Pacific Ocean, in the area marked with a circle. In particular, in panel (b) there is an area with large decrease of variance (deep blue, around $-100\%$), while in (a) the decrease is less pronounced (light blue, around $-65\%$) and extended over a smaller area. In addition, in panel (a) there is an orange-red area that indicates a moderate increase of variance (around $45\%$), while in (b) such area is absent. The reasons underlying these differences will be discussed later.

4.3 Frequency changes

In figure 4.4, panel (a) displays the frequency averaged in the first 10 years, while panel (b) displays it in the last 10 years. Panel (c) displays the relative change, $\Delta \omega / \omega$. Here we note that in the eastern Pacific Ocean there are two small areas, enclosed by the circle, of intense increase (red) and decrease (blue) of frequency. They both represent frequency changes whose absolute values are larger than $100\%$ and correspond to the same region where differences were detected in figure 4.3.

These two areas of opposite sign suggest that, between the initial and the final decade, there is a shift of the intertropical convergence zone (ITCZ) toward the north. The ITCZ involves strong convective activity, which causes rapid fluctuations of SAT, thus giving high values of instantaneous frequency, as shown in figure 4.4(a,b). Therefore, in the relative change of frequency, in regions corresponding to the initial position of the ITCZ we see a decrease, while in regions corresponding to the final position of the ITCZ we see an increase. For the same reason, the two red areas in the western Pacific Ocean (indicated by two squares) suggest an expansion of the tropical convective regions. This interpretation is in agreement with previous works that have related a northward shift of the ITCZ to an interhemispheric temperature gradient [97–101], as the one experienced during the last decades. Regarding the red areas in the north Atlantic, in the north Pacific and in the south Pacific, they are consistent with an increase in the occurrence of fronts which cause large daily fluctuations of temperature and thus an increase of Hilbert frequency.

To gain insight into the physical meaning of the changes that are captured by
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Figure 4.4: Relative change of time-averaged Hilbert frequency. (a) Frequency averaged in the first 10 years (1981–1990). (b) Frequency averaged in the last 10 years (2006–2015). (c) Relative change of Hilbert frequency, $\Delta \bar{\omega}/\bar{\omega}$. (d) Relative change of the number of zero-crossings of the normalised SAT time series. In (a) and (b), frequency is represented in units of $y^{-1}$ and the colour scale is adjusted so that white represents a frequency value of $1 y^{-1}$.

Hilbert frequency, we use an alternative approach to estimate frequency changes: we define as “events” the zero crossings of SAT time series \cite{69} (detrended and normalised to zero-mean, as described in section 2.4). Then, we count the number of events in the first 10 years, in the last 10 years, and calculate the relative change.

Figure 4.4(d) displays the map of relative change of zero-crossings. We see that there is a qualitative good agreement with the spatial structures seen in panel (c), thus providing a physical interpretation of the observed change of Hilbert frequency: the areas where the frequency increases (decreases) correspond to areas where the number of zero-crossings increases (decreases). We note that the relative changes in Hilbert frequency are more pronounced than those in the number of crossings, and this specifically holds in the regions where frequency changes are interpreted in terms of ITCZ migration.
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Figure 4.5: Normalised SAT time series and number of zero-crossings in the regions indicated with a circle in fig. 4.4(c). (a) In the red region (2.5 N, 245 E), the number of zero-crossings increases in the last 10 years in comparison with the first 10 years (from 202 to 289). (b) In the blue region (7.5 S, 250 E) it decreases (from 258 to 128).

Figure 4.5 displays the SAT time series in the dipole region indicated with the circle in figure 4.4(c), and also indicates the zero-crossings. We can understand the difference that was detected in this region between the variance of Hilbert amplitude and the variance of anomaly (fig. 4.3). This difference is explained in the following terms: in the first decade the seasonal cycle is more irregular than in the last decade, probably as a consequence of an El Niño event in 1982–1983. The anomaly series contains these slow fluctuations as well as the rapid ones, and thus its variance is affected by both effects. In contrast, the Hilbert amplitude is less affected by the slow fluctuations as its variance captures mainly the rapid fluctuations of SAT.

4.4 Conclusions

We have used Hilbert analysis to quantify the changes in SAT dynamics, in a global scale, that have occurred over 35 years. From the SAT time series with daily resolution we derived the amplitude and the frequency time series, and then calculated the relative change (between the first and the last decade) of average and variance of these series.
Large changes of Hilbert amplitude (more than 50%) in the Arctic and in Amazonia were interpreted respectively as due to ice melting and precipitation decrease. The analysis of Hilbert frequency also uncovered areas of large changes (more than 100%). In particular, two areas of opposite change in eastern Pacific Ocean and two areas of increase in western Pacific Ocean suggest a shift towards north and a widening of the ITCZ. While there is evidence that the ITCZ has moved north-south in the past, to the best of our knowledge our work is the first one to confirm this migration in the last decades. Our findings have important implications because, as the ITCZ is the ascending branch of the Hadley cell, its migration affects both the Earth’s radiative balance and the release of latent heat that drives the tropical atmospheric circulation. Taken together, these effects have not only local but far-reaching climatic consequences. Additional analysis, provided in the appendices, confirms the robustness of these observations.

As the methodology used here can be applied to many other climatic time series that exhibit well defined oscillatory behaviour, we believe that our work will stimulate new research to identify and quantify the impacts of climate change.

4.5 Appendices

Here we provide additional analysis to support the results presented in this chapter.

In section 4.5.1 we discuss how the threshold used for the significance test affects the maps of relative changes. In addition, we apply a percentile-based significance test to confirm the validity of our results.

In section 4.5.2 we discuss how the obtained maps depend on the time intervals that we use to calculate the relative changes. Until now, we have used the first and final 10 years of the reanalysis to compute relative changes of time series. For comparison, here we use the first and final 5 years and also the first and final 17 years. Maps with very similar spatial structures are found, confirming the robustness of our findings.

Finally, in section 4.5.3 we compare the results obtained from the two reanalysis datasets (ERA-Interim and NCEP-DOE) and show that they uncover qualitatively similar spatial structures, for both amplitude and frequency. There are also some differences in the results, but they are due to relevant differences between the two reanalysis data.
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Figure 4.6: Maps of relative change of time-averaged amplitude (left column) and of time-averaged frequency (right column), with different values of the significance filter. First row: no filter. Second row: only values with a distance of at least $2\sigma$ from the average of the 100 surrogate values. Third row: as the second one, but with a threshold of $4\sigma$.

4.5.1 Significance test

As we explained in section 4.1, we performed a significance test on the maps of relative change of the calculated quantities. We calculated 100 surrogate values of the same relative change, and from this ensemble we calculated the average $\mu$ and the standard deviation $\sigma$. Then, we considered the actual (no surrogate) relative change as statistically significant if its distance from $\mu$ is at least $2\sigma$.

To see in more details how this technique works, in figure 4.6 we show examples of the maps of change of amplitude and frequency with different
choices of the threshold value. As expected, we see that the higher the threshold is, the more sites get erased from the map. Nonetheless, the main structures are still present even at $4\sigma$, so we can conclude that they are robust with respect to the significance filtering.

An alternative significance test is based on the percentile of the values obtained from surrogated series. For example, we can consider a result (i.e. a relative change value) as statistically significant if it lies out of the range of the 95% central surrogate results. In figure 4.7 we present the maps of relative change of time-averaged amplitude (left) and of time-averaged frequency (right) obtained by using this criterion. A comparison with the two maps in figure 4.6 for threshold $2\sigma$ confirms that very similar spatial patterns are uncovered.

### 4.5.2 Influence of the time interval length

Here we analyse how the maps of relative change depend on the time period that we consider to calculate them. In the previous sections we used the first and final 10 years of the reanalysis (1981–1990 and 2006–2015) to calculate the relative change. Here, for comparison, we use the first and final 5 years (1981–1985 and 2011–2015) and also the first and final 17 years (1981–1997 and 1999–2015).

The results are shown in figure 4.8. The two columns display the changes of amplitude average (left) and frequency average (right). The different rows display results for various lengths of the time interval. We can see that, in the amplitude maps, the structures are robust and, in particular, the blue spot in the Arctic and the red spot in the Amazonia are present in the three maps. In
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Figure 4.8: Relative change of time-averaged amplitude (left column) and of time-averaged frequency (right column). The relative change is calculated between the first and the last 5 years (first row), 10 years (second row), 17 years (third row).

the frequency maps, the dipole in the east Pacific Ocean and the red areas in the west Pacific Ocean are also present for all the interval lengths. While the spatial structures are very robust with respect to the considered time interval, the magnitude of the relative changes depends on the time interval. As could be expected, the changes are smaller when they are computed using longer intervals (third row).
Figure 4.9: Comparison of results obtained from ERA-Interim (left column) and NCEP-DOE (right column). Relative change of amplitude average (first row), amplitude variance (second row), frequency average (third row), frequency variance (fourth row).
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4.5.3 Comparison with NCEP-DOE dataset

To test the robustness of our findings, in figure 4.9 we compare the maps of relative change of amplitude and frequency, obtained from two daily reanalysis datasets: ERA-Interim and NCEP-DOE AMIP-II Reanalysis.

In the first row we present the maps of change of amplitude average, while in the second row we present the maps of change of amplitude variance. A qualitative good agreement of spatial structures is seen. However, some differences can be noticed, such as in the Indian Ocean, where NCEP-DOE reanalysis gives an increase of amplitude average, while ERA gives a decrease. The third and fourth rows present the maps of change of frequency average and of frequency variance. Here again we can see a qualitative agreement, but there are also some relevant differences.

To investigate the reasons underlying these differences, we select in the maps of frequency average (fig. 4.9) some sites where the differences between the two maps are more pronounced. For example, in the same site one map shows a small change while the other one shows a large change. We find that there are indeed significant differences between the two SAT time series of the same site.
As an example, figure 4.10 displays the two SAT series in the site that is marked in South America. We see that the time series from ERA-Interim dataset maintains the same general trend throughout the entire length. On the other hand, the NCEP-DOE time series has a sudden change around year 2000, when the annual oscillation becomes significantly smaller and the rapid fluctuations get a more dominant role on the series. Therefore, Hilbert frequency is sensitive to this change and detects this difference between the two datasets, which is likely due to different models used to perform the reanalysis.

Therefore, Hilbert analysis is a useful data analysis tool to perform inter-model comparisons, because it captures temporal variations of amplitude and frequency that may not be detected by other analysis tools. It is an open question which reanalysis more closely represents the real SAT values.
Chapter 5

Unveiling temporal regularities in SAT

Uncovering meaningful regularities in complex oscillatory signals is a challenging problem with applications across a wide range of disciplines. In this chapter we present a novel approach, based on the Hilbert transform, and apply it to SAT time series.

In section 5.1 we show that temporal periodicity can be uncovered by smoothing the SAT series in a moving window of appropriate length $\tau$ before applying the HT. By analysing the dependence of the mean rotation period, $\bar{T}$, of the Hilbert phase on $\tau$, we discover well-defined plateaus, that reveal the presence of stochastic periodicity in SAT dynamics. In many geographical regions the plateaus correspond to the expected one-year solar cycle. However, in regions where SAT dynamics is highly irregular, the plateaus reveal non-trivial periodicities, which can be interpreted in terms of climatic phenomena such as El Niño.

To gain further insight, in section 5.2 we study how the instantaneous Hilbert phase $\varphi(t)$ depends on the date of the year, for various values of $\tau$. For $\tau$ within a plateau, the plot of $\varphi(t)$ vs. date unveils temporal structures, which provide a qualitative way to evaluate differences in SAT dynamics in different regions.

In section 5.3 we analyse how the obtained results reflect different climatic regimes. We discuss, as particular examples, the results in six geographical regions, which we refer to as regular ($\bar{T} = 1$ year, regardless of $\tau$), quasi-regular ($\bar{T}$ reaches a one year plateau, for $\tau$ large enough), double period ($\bar{T} \approx$ half year in a range of values of $\tau$), irregular (in the plot of $\bar{T}$ vs. $\tau$ no plateau is found),
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El Niño ($\overline{T}$ vs. $\tau$ displays a plateau at $\overline{T} \approx 4$ years, which is consistent with the El Niño phenomenon) and QBO (a plateau is found at $\overline{T} \approx 2.5$ years, which is consistent with the Quasi-Biennial Oscillation).

In section 5.4, the dependence of $\overline{T}$ on $\tau$ is given to a standard machine learning algorithm, to classify the gridded sites of the dataset into distinct geographical regions. The results demonstrate that the dependence of $\overline{T}$ indeed reveals meaningful information and constitutes a new approach for SAT time series classification.

In section 5.5 we draw our conclusions. The results demonstrate that Hilbert analysis, combined with temporal averaging, is a powerful new tool that can uncover hidden temporal regularity in complex oscillatory signals.

In section 5.6 we give additional evidence to support the validity of our results. We compare our approach with Fourier analysis and find that the latter is not always able to detect periodicities in SAT dynamics. We also analyse synthetic time series generated with a simple model and confirm that our method extracts information that is fully consistent with our knowledge of the model that generates the data. Remarkably, the dependence of $\overline{T}$ on $\tau$ in the synthetic data is similar to that observed in real SAT data. Finally, we compare the results given by different datasets and find that they are consistent.

The results that we present in this chapter were submitted for publication. A preprint is available at [102].

5.1 Dependence of the mean period on the smoothing length

As we explained in section 2.4, we start from the raw SAT time series, $r_j(t)$, and we smooth it by a moving temporal average over a window of length $\tau$. After the smoothing, we apply the HT and unwrap the phase time series, $\varphi_j(t)$. Then, we calculate the mean rotation period of the Hilbert phase as

$$T_j = 2\pi \frac{\Delta t}{\Delta \varphi_j}$$  \hspace{1cm} (5.1)

where $\Delta t$ is the time interval between the first and the last day of the time series (in units of years) and $\Delta \varphi_j$ (in radians) is the variation of the unwrapped phase during this time interval.

We begin by analysing how $\overline{T}$ varies with $\tau$. We consider odd values of $\tau$ between 1 day (no smoothing) and 149 days. We limit the length to this range in order to avoid filtering out the annual cycle.
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Figure 5.1: Influence of the smoothing on the mean rotation period. The colour maps display $T$ (measured in years) computed after smoothing SAT by averaging in a moving window of length $\tau = 1$ (no smoothing), 31, 99 and 149 days. The symbols indicate the geographical sites discussed in the text: regular (circle), quasi-regular (triangle), double period (square), irregular (plus), El Niño (cross), QBO (star). At https://youtu.be/5oX5i5uCm_8 a video shows the evolution of $T$ as $\tau$ increases from 1 to 149 days.

Figure 5.1 displays the colour maps of $T$, obtained with $\tau = 1, 31, 99$ and 149 days. White colour indicates a mean period of 1 year; red colour represents faster dynamics, while blue colour represents slower dynamics. As one could expect, as $\tau$ is increased the regions of fast dynamics are washed out. With $\tau = 31$ days, a blue area of slow dynamics begins to emerge in the central Pacific Ocean. This is due to the fact that in this area large-scale variability modes (such as El Niño) produce temperature oscillations with time scale of several years and whose amplitude is larger than the annual oscillation.

In order to gain insight into how the slow dynamics emerges, we focus the analysis on six geographical sites that are representative of different types of SAT dynamics. The symbols in figure 5.1 indicate the position of the six sites, which will be referred to as: regular, quasi-regular, double period, irregular, El Niño, and QBO.

Figure 5.2 displays, for the six sites, the dependence of $T$ on $\tau$. We can see that, except for the irregular site, in the other sites $T$ shows a plateau in some range of values of $\tau$. For the regular, quasi-regular and double period sites the
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Figure 5.2: Dependence of the mean period $\bar{T}$ on the length $\tau$ of the smoothing window. The solid line represents the studied site, while the dashed lines represent the four neighbouring sites.

The plateau is at $\bar{T} = 1$ year. The double period site shows also an irregular plateau at $\bar{T} \approx 0.5$ years. For the El Niño and QBO sites, the plateau is at $\bar{T} \approx 4$ years and $\bar{T} \approx 2.5$ years, respectively.

5.2 Relation between phase and date of the year

In order to demonstrate that plateaus uncover underlying regularities in SAT dynamics, we represent for each site the scatter plot of SAT vs. date of the year and Hilbert phase vs. date of the year, without pre-smoothing (fig. 5.3) and with pre-smoothing (fig. 5.4), using values of $\tau$ that are in the plateau in each site (in the irregular site there is no plateau and we just choose for $\tau$ the same value as in the other Pacific sites).

In figure 5.3 the width of the SAT curves is a measure of the interannual variability in each location (note the different vertical scales of the SAT panels). We can observe that the continental extratropical site (the regular one) has larger interannual variability than the two continental tropical sites (quasi-regular and double period), which in turn have larger interannual variability than the three oceanic tropical sites (irregular, El Niño, and QBO). This is
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Figure 5.3: Hilbert analysis applied to SAT series without the initial smoothing. For each site the scatter plots display SAT vs. date of the year (upper panel) and Hilbert phase vs. date of the year (lower panel).

consistent with current understanding of atmospheric variability. Regarding the seasonal variations, the continental sites show well defined dependences with one or two maxima that are well captured in the phase scatter plots. On the contrary, the oceanic tropical sites show a weak or null seasonal cycle. The two easternmost sites show an interannual variability that is maximum during boreal winter and minimum during boreal spring. In figure 5.4 we see that clear structures emerge in the scatter plots of SAT vs. date and phase vs. date, when smoothing the raw SAT using a window of specific length \( \tau \).

5.3 Analysis of SAT dynamics

Taken together, figures 5.2, 5.3 and 5.4 allow us to uncover temporal regularities and to characterise SAT dynamics in each of the six sites.

In the regular site, we see in figure 5.2 that \( T \) as a function of \( \tau \) is remarkably constant. The relation between phase and date of the year, even for the raw
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Figure 5.4: Hilbert analysis applied to smoothed SAT series. As in figure 5.3 but using a smoothing window with length $\tau$ in the plateaus shown in figure 5.2: $\tau = 41$ days for regular, quasi-regular and double period sites; and $\tau = 101$ days for irregular, El Niño and QBO sites.

SAT (fig. 5.3), is a clear linear growth that gives one cycle per year, and we see in figure 5.4 that smoothing the initial SAT series doesn’t change this linear behaviour. This is due to the fact that in this site the dominating mode of SAT oscillation is produced by solar forcing, which in this region has a period of one year. The phase dynamics of the regular site is characteristic of continental extratropical climate, dominated by the annual cycle of solar forcing.

In the quasi-regular site, located in India, we see in figure 5.2 that without smoothing we get $\bar{T} \approx 0.5$ years. As $\tau$ increases, $\bar{T}$ increases until it reaches a stable plateau of $\bar{T} = 1$ year at $\tau = 25$ days. In the phase-date relation obtained without smoothing, we see that the phase has additional cycles during the year: there are years with just one cycle, and years with two or more cycles. If the smoothing window is long enough (in fig. 5.4 we used $\tau = 41$ days), these additional cycles are washed out, resulting in a phase-date relation with one cycle per year. We interpret these results as due to the fact that SAT in this
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Site has a component with year periodicity, and also half-year periodicity and faster variability, which are reduced by the 41-day smoothing that leaves the time series dominated by the annual cycle. We note in figure 5.4 that the phase increase is not linear during June-September, a result that captures the effect of the Indian monsoon that produces the small plateau in temperature in the same months.

The double period site is located in another monsoon region, in this case the West African monsoon. The plot of the mean period starts, for no smoothing, with $T \approx 0.2$ years. As $\tau$ increases, $T$ has a steep increase until $\tau \approx 10$ days, then it shows a slower growth for $\tau$ in the range of 10–45 days, with a mean period of $T \approx 0.5$ years. When $\tau$ is increased further, $T$ continues to grow reaching the one year period at $\tau \approx 140$ days. We interpret this behaviour as due to the presence of a component of half-year period whose amplitude is larger than the component with one year periodicity. In the SAT-date and phase-date scatter plots, with no smoothing (fig. 5.3) we see a noisy double cycle, while with 41-day smoothing (fig. 5.4) we are left with a dominant half-year oscillatory component. If we increase $\tau$, we gradually eliminate the half-yearly component and extract a one year periodicity (not shown). The stochastic half year period in this region captures the northward movement of the intertropical convergence zone during boreal summer, which strongly affects the surface temperature leading to peaks before and after the monsoon.

The irregular site is the westernmost of the three sites in the tropical Pacific Ocean. We see that, for no smoothing, $T$ starts from a low value ($T < 0.1$ years) and, as $\tau$ is increased, $T$ increases without revealing any particular time scale, i.e. it does not reach any plateau. The phase-date relation with no smoothing does not reveal any structure in the temperature dynamics, although there is a hint of a double period seen as a relative increase in the density of points, as would be expected for a region on the equator. If we smooth with $\tau = 101$ days, we still get a phase-date plot that doesn’t suggest any clear time scale. These results indicate that in this region there is no dominating component of any particular period, i.e. SAT time series is consistent with the sum of stochastic processes with different time scales and similar amplitudes.

Next, we analyse the El Niño site, the central of the three sites in Pacific Ocean, located in the so-called cold tongue region. As in the previous site, without smoothing we find that $T < 0.1$ years and then $T$ increases linearly with $\tau$. However, in contrast to the irregular site, here $T$ reaches a stable plateau of $T \approx 4$ years at $\tau \approx 90$ days. This means that, if we smooth SAT using a sufficiently long temporal window, we are left with a dominant oscillation whose period is approximately 4 years. In the phase-date relation a 4-year cycle would
be represented by a line that cycles 4 times in the horizontal direction while covering vertically the $2\pi$ phase range. In the phase-date relation calculated with $\tau = 101$ days (fig. 5.4) we see a hint of such ordered phase dynamics (in the form of tilted regions with higher density of points), which is not seen in the phase-date relation computed from the raw data (fig. 5.3). This is interpreted as an effect of El Niño, which has a period between 3 and 7 years, and whose effects are maximum in the equatorial Pacific cold tongue region. We want to point out that, since El Niño does not have a regular cycle, we expect that we cannot see a clear sign of it in figure 5.4, which has annual time scale.

In the QBO site (the easternmost of the three Pacific sites) $T$ starts with a steep increase from $T \approx 0.1$ years, then at $\tau \approx 40$ days it reaches a plateau of $T \approx 2.5$ years. We interpret here that Hilbert phase analysis captures the effects of the QBO oscillation, which consists in the alternation of zonal winds between easterlies and westerlies in the tropical stratosphere, with a mean period of 28–29 months, and which has been shown to influence SAT [24, 25]. In the phase-date relation calculated after smoothing SAT in a window of $\tau = 101$ days (fig. 5.4) we see two tilted bands with higher density of points (consistent with a noisy cycle with a period of 2.5 year), which are not so evident in the phase-date relation obtained from the raw SAT (fig. 5.3).

5.4 Classification of SAT dynamics

To further demonstrate that the analysis of the dependence of $\overline{T}$ on $\tau$ indeed extracts meaningful information, we use the method of k-means clustering to classify the sites into a given number of clusters. Specifically, for each site we take as features the values of $\overline{T}$ for $\tau = 1, 9, 29, 49, \ldots, 149$ days. Then, we use the k-means algorithm to classify the 10512 geographical sites into $n$ clusters based on these features. In figures 5.5 and 5.6 we report the results for $n = 4$ (consistent results where obtained with larger $n$, the analysis is in progress and will be reported elsewhere). It is interesting to note that the map has similarities with the upper left panel of figure 5.1.

In particular, the blue cluster characterises regions dominated by the annual cycle and large temperature variations (see the regular site). These include the northern extratropical land masses and storm track regions over the Pacific and Atlantic oceans. In the southern hemisphere, this cluster characterises the extratropical continents and subtropical oceans, but most of the southern extratropics are in the orange cluster. This latter cluster characterises regions with faster dynamics that are dominated by the annual cycle only after smoothing
5.4. Classification of SAT dynamics

Figure 5.5: Classification of the geographical sites in four clusters. The k-means algorithm is used to classify the sites according to their values of $\mathcal{T}$ for different choices of $\tau$. We indicate the six chosen sites as we do in fig. 5.1.

Figure 5.6: Dependence of $\mathcal{T}$ on $\tau$ in each cluster, represented as a 2D histogram. The colour code indicates the number of sites in each bin; white represents the empty bins.
with $\tau > 20$ days, which may reflect the importance of subseasonal variability in the southern hemisphere.

The tropical band is dominated by the green cluster, which is composed by regions of low temperature variability and whose spatial structure is closely related to the mean rainfall pattern. The green cluster characterises regions where no plateau is found when increasing the smoothing length. The largest green region (where the irregular site is located) is the western Pacific warm pool, which presents temperature variability that is strongly tied to convection on short time scales and thus shows up in this study as with irregular behaviour.

Finally, the red cluster characterises the central Pacific, the region that for $\tau > 30$ days has the slowest dynamics (as can be seen in fig. 5.1). Note that the core of the cold tongue region has a strong annual cycle and therefore it is within the blue cluster. The red cluster marks a transition region between the strong wind-driven equatorial cold tongue dynamics and the weak and thermodynamic-driven variability of the western Pacific warm pool. It is a region with relatively weak annual cycle and influenced by El Niño and the QBO and thus shows slow dynamics (see El Niño and QBO sites). The quasi-regular and double-period sites are located in cluster borders because they are monsoon regions and thus rainfall and temperature variations are strongly related during summertime, giving rise to large deviations from the annual cycle. Similar behaviour is expected in southeast Asia and central America and subtropical South America.

5.5 Conclusions

In summary, we have presented a novel method for extracting information from complex oscillatory signals. Studying SAT time series, we have shown that Hilbert phase analysis combined with temporal averaging allows to extract different oscillatory modes. The proposed method is based on the analysis of the dependence of the mean rotation period of the Hilbert phase, $T$, on the length of the smoothing window, $\tau$. We have discovered that $\bar{T}$ vs. $\tau$ exhibits well-defined plateaus, which reveal hidden regularities in SAT dynamics. In addition, this information, used in a machine learning algorithm, provides a novel way to classify different types of SAT dynamics.

Taken together, our results demonstrate that the method proposed here can be used for uncovering hidden temporal regularities and for the classification of different oscillatory behaviours. An advantage of our approach is that it allows continuous tuning of the time scale in which SAT variability is washed out.
5.6 Appendices

Here we provide additional analysis to support the results presented in this chapter.

In section 5.6.1 we compare the results of Hilbert analysis with those of Fourier analysis. We show that the plateau behaviour and the gradual variation of \( T \) are not necessarily detected by Fourier analysis because, as \( \tau \) increases, the frequency of the dominant peak in the power spectrum is either constant or changes abruptly.

Then, in section 5.6.2 we generate synthetic SAT time series with a simple model to test and validate our analysis method. Applying our analysis method to these time series we get results in good agreement with our knowledge of the model that generates the data. Also, tuning the model, we can reproduce the same plot of \( T \) vs. \( \tau \) as in four of the chosen sites.

In section 5.6.3 we compare the results given by the two datasets (ERA-Interim and NCEP-DOE). We find consistent results, while the only discrepancies are due to differences in the grid resolution.

Finally, in section 5.6.4 we calculate the mean period from a monthly SAT dataset and find results that are consistent with the ones obtained from smoothed daily data.

5.6.1 Fourier analysis

Here we investigate if Fourier spectral analysis can detect the temporal regularities detected by Hilbert phase analysis. To do this, we analyse how the highest peak, \( f \), in the power spectrum depends on \( \tau \). Figure 5.7 shows the plot of \( T = 1/f \) vs. \( \tau \). Only in the regular site we find the same dependence that we find with Hilbert analysis. In the other sites we get totally different results: the plateaus and the gradual dependence of \( T \) on \( \tau \) are lost, because \( T \) is either constant or it changes abruptly.

In the regular and in the quasi-regular sites, Fourier gives a period equal to 1 year, regardless of \( \tau \), while we have seen in figure 5.2 that the quasi-regular site starts with a faster dynamics and then the period rapidly increases to the stable value of 1 year. In the double period site, the period starts at \( T = 0.5 \) years and remains constant as \( \tau \) increases until \( \tau = 25 \) days, where it suddenly jumps to \( T = 1 \) year. Thus, here we lose the gradual variation captured with Hilbert analysis. In the irregular site, we have a similar sudden jump, from \( T = 0.5 \) years to \( T \approx 1.3 \) years at \( \tau \approx 90 \) days. In contrast, Hilbert analysis and the phase-date relation tell us that there is no dominating oscillatory component
Figure 5.7: Fourier analysis of SAT time series. The panels display the power spectrum of the SAT time series in the different sites (without pre-smoothing, in blue). We test the statistical significance of the Fourier peaks with 100 realizations of AR(1) series with the same variance and autocorrelation (at lag 1) as the SAT series (the green and orange lines indicate the 5 and 95 percentiles, respectively). We analyse the influence of smoothing by computing the spectra after smoothing the SAT time series using a window of length $\tau$. For each value of $\tau$ we calculate the dominant period, $T$, as the inverse of the frequency of the strongest significant peak in the spectrum. The insets show the dependence of $T$ on $\tau$.

at any smoothing length. In El Niño and QBO sites, $T \approx 11.7$ years, regardless of $\tau$, which is due to the fact that the Pacific has variability from interannual to interdecadal time scales, and thus, SAT Fourier spectrum has high energy at low frequencies.

Thus, an advantage of our Hilbert approach, compared to Fourier analysis, is that it allows to detect the gradual emergence of temporal regularity.

### 5.6.2 Analysis of synthetic data

We further validate the proposed analysis method using synthetic data generated with a simple model. We demonstrate that Hilbert analysis returns information which is fully consistent with our knowledge of the equation that generates the data. In other words, the dependence of $T$ on $\tau$ is as one would expect,
considering the parameters used to generate the synthetic time series. In addition to validating the analysis method, we also show that this model provides a simple way to understand the dependence of $T$ on $\tau$ found in real SAT data. The model that we consider is the sum of two sinusoidal oscillations (the annual cycle and a slower oscillation) and autoregressive noise:

$$S(t) = \frac{a\sqrt{2}\cos(\omega_{sl}t) + b\sqrt{2}\cos(\omega_y t) + c\varepsilon(t)}{\sqrt{a^2 + b^2 + c^2}}, \quad (5.2)$$

where $\omega_{sl} = \frac{1}{4}2\pi$ rad/year represents a slow 4-year cycle, $\omega_y = 2\pi$ rad/year represents a 1-year cycle, and $\varepsilon(t)$ represents AR(1) noise with zero mean and unit variance and with persistence $\gamma \in [0, 1]$. We use AR(1) because it is the usual null hypothesis to model climate data [103]. With this model, using a sampling time $\Delta t = 1$ day, we generate time series of the same length as ERA daily reanalysis (14245 days). The parameters $a, b, c$ allow us to vary the amplitude of the three components, while the normalization factors ($\sqrt{2}$ and $\sqrt{a^2 + b^2 + c^2}$) keep constant the first and second moment of the distribution of $S(t)$ values (zero mean and unit variance). From the synthetic time series we calculate the mean period $T$, following the same procedure as for the SAT reanalysis time series.

Figure 5.8 displays the dependence of $T$ on $\tau$ and compares the results of real and synthetic data. We can see that the regular site is fitted by our model without slow cycle and with low noise ($a = 0, b = 6, c = 2$). The quasi-regular site is fitted when the noise is higher, but still lower than the one-year cycle ($a = 1, b = 10, c = 6$). The irregular site is fitted when the noise is higher that the one-year cycle ($a = 0, b = 2, c = 6$). On the other hand, the El Niño site is fitted when the slow cycle and the one-year cycle have comparable amplitudes, and the noise has even higher amplitude ($a = 5, b = 4, c = 9$).

Finally, in figure 5.9 we choose the parameter values that best fit the El Niño site and analyse how the mean period depends on the parameters and on the smoothing length $\tau$. As we could expect, we see that increasing the parameter $c$ (noise) decreases the mean period. This is because it increases the amplitude of high frequency oscillations, shortening the mean period. On the other hand, increasing $a$ (b) increases the strength of the slow cycle (of the one one-year cycle), resulting in a longer mean period (in a mean period that is closer to one year).
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Figure 5.8: Dependence of the mean period $T$ on the smoothing length $\tau$. Red colour indicates results from the SAT series of an actual geographical site, while blue colour indicates results from 20 realizations of synthetic data (the error bars represent the standard deviations). For each of the four represented geographical sites, we search for the synthetic series that best fits the dependence of $T$ on $\tau$. To find it, we vary $a, b, c$ from 0 to 10 with steps of 1, while $\gamma$ varies from 0 to 0.9 with steps of 0.1. In the legend of each panel, we show the coordinates of the geographical site and the parameter values that best fit the period dependence.

5.6.3 Comparison with NCEP-DOE dataset

To demonstrate the robustness of our findings, here we compare the results obtained from ERA-Interim with those obtained from NCEP-DOE. Figure 5.10 shows the dependence of $T$ on $\tau$ for the six chosen geographical sites. Comparing with the results obtained from ERA-Interim (fig. 5.2), a good agreement is observed between the two reanalyses. There are some differences in the double period site and the El Niño site, that may be due to the fact that the two reanalysis datasets are not in the same spatial grid, and the gradients in behaviour can be very large. In other words, in this region small changes of position can give very different SAT dynamics.
Figure 5.9: Colour plots representing the mean period (in years) obtained from the synthetic series that best fits the El Niño site. In the upper row we choose \(a\) and \(b\) to best fit the El Niño site, while in the lower row we choose \(c\) and \(\gamma\) to best fit that site. The circle indicates the values of the two free parameters that produce the best fit.

Figure 5.10: Dependence of the mean period \(T\) on the smoothing length \(\tau\), obtained from NCEP-DOE dataset.
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![Image of a color map displaying T in years computed from ERA-Interim with monthly time resolution and without smoothing.]

Figure 5.11: The colour map displays $T$ (measured in years) computed from ERA-Interim with monthly time resolution and without smoothing.

5.6.4 Comparison with monthly SAT

Finally, by considering ERA-Interim reanalysis with monthly time resolution and without smoothing, we test the influence of time resolution. In figure 5.11, we can see that the mean period obtained with monthly resolution is consistent with the results presented in figure 5.1 and obtained with daily resolution. Specifically, we note that this map obtained from monthly SAT data looks qualitatively as an intermediate case between the maps obtained from daily SAT data with $\tau = 31$ days and $\tau = 99$ days.
Chapter 6

Correlations and synchronisation in SAT time series

In this chapter we analyse raw (unfiltered) SAT time series from ERA-Interim reanalysis dataset. We study how SAT anomaly, amplitude, phase and frequency in different geographical sites are statistically correlated.

Firstly, in section 6.1 we investigate SAT dynamics from the point of view of coupled oscillators characterised only by their phases. In this framework, we use the Kuramoto parameter \[ \text{[79, 80]} \] to quantify synchronisation within three different regions: northern extratropics, southern extratropics and the tropics. We calculate this quantity because we could use its temporal evolution as an indicator of large-scale climate phenomena such as El Niño. In fact, it has been shown that episodes of El Niño affect the connectivity of the climate network \[ \text{[19, 21]} \]. We find the extratropics to have higher synchronisation than the tropics, which is the expected results since in the extratropics the annual oscillation of SAT is stronger.

Then, in section 6.2 we calculate the Pearson correlations between pairs of sites, using different time series. Specifically, we consider the time series of SAT anomaly and three series obtained by HT: phase, amplitude and frequency. The analysis of correlation values between the cosine of the phase confirms the results obtained with Kuramoto parameter. We see that sites in the extratropics are strongly correlated, while sites in the tropics have weaker correlations. As a next step, comparing the correlation values obtained from SAT anomaly, amplitude and frequency, we can appreciate different correlation patterns. We interpret these findings as due to different time scales of the main climatic
phenomena: while extratropical SAT dynamics is dominated by the annual cycle, tropical SAT dynamics is dominated by variability modes with much shorter time scales. In addition, in the analysis of the extratropical sites with time lag, we find a direction of flow of information, which is explained in terms of Rossby waves.

Finally, in section 6.3 we compare the maps given by the Pearson (linear) correlation with the maps given by the Spearman (nonlinear) correlation and see that the results are almost the same. This suggests that the correlation patterns that we have found have mainly a linear origin.

The results that we present in this chapter will be summarised in a manuscript that will be submitted for publication.

6.1 Synchronisation

As a first approach to search for similarities in SAT dynamics between different sites, we quantify their degree of synchronisation. We consider the SAT dynamics in the sites as representing a system of coupled oscillators, each one characterised by its own phase $\varphi_j(t)$.

SAT oscillations give different seasons in the two extratropics and in the tropics, thus we divide the world into three wide geographical areas:

- northern extratropics: sites to the north of $30^\circ$;
- southern extratropics: sites to the south of $-30^\circ$;
- tropics: sites between $-30^\circ$ and $30^\circ$.

Our aim is to quantify the synchronisation in these three areas. To do that, in each area $S$ we calculate the Kuramoto parameter as a function of time. We take into account the weight $w_j$ of each site, proportional to its area, so the Kuramoto parameter is given by

$$r(t) = \left| r(t)e^{i\psi(t)} \right| = \frac{\sum_{j \in S} w_j e^{i\varphi_j(t)}}{\sum_{j \in S} w_j}.$$  \hspace{1cm} (6.1)

Here $r(t)$ represents synchronisation as the phase coherence of the set of oscillators, while $\psi(t)$ is the average phase. The parameter $r(t)$ takes values in the interval $[0, 1]$; from total desynchronisation (phases uniformly distributed in the interval $[0, 2\pi]$) to total synchronisation (all equal phases).
The results are shown in figure 6.1. We find a high synchronisation in the northern extratropics, a slightly lower synchronisation in the southern extratropics, and almost no synchronisation in the tropics. We also note a seasonal variation in synchronisation, with an oscillation that is wider in the southern extratropics than in the northern extratropics. Also, the extratropics have a higher synchronisation in their summer than in their winter.

A relevant question is whether the synchronisation parameter can be an indicator of climate phenomena such as El Niño. To investigate this possibility, for each of the three regions we compare its Kuramoto series with the Niño 3.4 index ([104]), for time lags between −12 months and 12 months. The results (not reported here) do not reveal any significative correlation.

6.2 Linear correlation

The next step is to calculate the statistical similarity between time series of different sites. We consider time series of four different variables: SAT anomaly, amplitude, frequency and cosine of the phase. For each pair of sites, \(i\) and \(j\), we calculate the Pearson correlation coefficient between the time series of the same variable. If we use, for example, frequency time series, the correlation is
Figure 6.2: Examples of Pearson correlation coefficients between $x$ and $y$ for several sets of points. The top row illustrates how the coefficient value reflects the presence of linear correlation. The second row illustrates how the slope only influences the sign of the coefficient, but not the value. The third row illustrates that the Pearson coefficient cannot detect many types of nonlinear correlations. Taken from [105].

Given by the expression

$$r_{ij} = \frac{\sum_t [\omega_i(t) - \bar{\omega}_i] [\omega_j(t - l) - \bar{\omega}_j]}{\sqrt{\sum_t [\omega_i(t) - \bar{\omega}_i]^2} \sqrt{\sum_t [\omega_j(t) - \bar{\omega}_j]^2}}.$$  \hspace{1cm} (6.2)

This formula searches for linear correlation between the two time series, with time lag $l$. In fact, the sum in the numerator compares $\omega_i$ at time $t$ with $\omega_j$ at time $t - l$. Figure 6.2 shows the properties of the Pearson correlation coefficient. It takes values in the interval $[-1, 1]$ and quantifies the linear correlation between the two time series $\omega_i$ and $\omega_j$. The value $r_{ij} = 1$ indicates perfect positive correlation: if we draw a scatter plot of the two series, the points lie exactly on a straight ascending line. More in general, $0 < r_{ij} < 1$ means that the points approximately lie on a straight ascending line. Analogously, negative values of $r_{ij}$ indicate negative correlation: points lying on a straight descending line. The case $r_{ij} = 0$ indicates that there is no linear correlation between the two time series. In principle there could be nonlinear correlation, which would not be detected by the Pearson correlation coefficient. To explore this possibility, in section 6.3 we search also for nonlinear correlation using the
Spearman coefficient and we obtain very similar results to the ones obtained with the Pearson coefficient.

We apply the formula 6.2 and calculate the correlation values between each pair of sites. We point out that it is also important to evaluate the statistical significance of the obtained correlation value. A possible way to do this (left for future work) is to generate subrogate time series (uncorrelated between them, but keeping the autocorrelation properties of each individual time series [38, 106, 107]), then calculate correlations on them, and finally compute statistics over the set of subrogated correlation values.

To view the patterns of correlation, we select four specific geographical sites and see how they are correlated with the rest of the world. The four sites, as indicated in figure 6.3, are: one in the northern extratropics, in north Pacific Ocean; one in the southern extratropics, in southern South America; and two in the tropics, one in India and the other one in central Pacific Ocean.
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Figure 6.4: Correlation maps of the four chosen sites, analogous to those in fig. 6.3, calculated from anomaly series.

6.2.1 Linear correlation without time lag

First of all, to confirm the results found with the Kuramoto parameter, we explore the correlations of the four sites, without time lag, calculated from the time series of cosine of the phase. This time series expresses the evolution of seasonal oscillation, so we expect a strong correlation between sites whose SAT oscillations are in phase. For each of the four sites we show its correlation map, where colours indicate the strength of the correlation (Pearson coefficient) between the given site and the rest of the world. The results, presented in figure 6.3, confirm what we found with the Kuramoto parameter: strong correlations in the extratropics and weaker correlations in the tropics.

Then, we explore the correlations of the same four sites, without time lag, using the other time series: SAT anomaly, amplitude and frequency. Anomaly (figure 6.4) gives strong correlation patterns in the extratropical sites, with bands of opposite signs, and in the El Niño site; it gives weaker correlations in the Indian site. Amplitude (figure 6.5) gives strong correlation patterns in all four sites. Also, in the extratropical sites there are qualitative similarities between the maps given by anomaly and amplitude. Frequency (figure 6.6) gives, in the extratropical sites, patterns of correlation that are qualitatively similar to the ones given by anomaly, albeit weaker. On the other hand, in the two tropical sites, frequency gives much lower values of correlation, without any clear pattern.
6.2. Linear correlation

Figure 6.5: Correlation maps of the four chosen sites, analogous to those in fig. 6.3, calculated from amplitude series.

Figure 6.6: Correlation maps of the four chosen sites, analogous to those in fig. 6.3, calculated from frequency series.
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<table>
<thead>
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</tr>
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Figure 6.7: Correlation maps of the site in southern extratropics, given by the Pearson coefficient applied to 3 different time series (indicated at the top of each column), with different time lags \( l \). We compare the given site at time \( t \) with the rest of the world at time \( t - l \).

6.2.2 Linear correlation with time lag

Here we consider a time lag in the calculation of the Pearson correlation. In particular, when we calculate the correlation map of a site, we compare the given site at time \( t \) with the rest of the world at time \( t - l \). In other words, we find how climate in the given site is correlated with past climate of other regions.

The results are reported in figure 6.7 for the time series of anomaly, amplitude and frequency. We can see that in the three cases the pattern of correlation shifts toward the west with increasing lag.

6.3 Nonlinear correlation

As explained in section 6.2, the Pearson correlation coefficient only detects linear correlations. To search for the presence of nonlinear correlations, we need to
use other indicators, such as the Spearman correlation coefficient or the mutual information. In this section, we use the Spearman coefficient, that measures the monotonic correlation between the two series, be it linear or nonlinear. Its calculation is analogous to the calculation of the Pearson correlation (eq. 6.2), but the actual values of the series are substituted by their ranks. That is, if we consider for example the time series $\omega_j(t)$ and sort all its values, at each instant $t$ we take the ranking $k_j(t)$ of the value $\omega_j(t)$. So, the Spearman correlation coefficient $\rho$ is given by

$$\rho_{ij} = \frac{\sum_t \left[ k_i(t) - \bar{k}_i \right] \left[ k_j(t - \ell) - \bar{k}_j \right]}{\sqrt{\sum_t \left[ k_i(t) - \bar{k}_i \right]^2} \sqrt{\sum_t \left[ k_j(t) - \bar{k}_j \right]^2}}. \quad (6.3)$$

It measures how well the relationship between the two series can be described by a monotonic function. It takes values in the interval $[-1, 1]$. The two extreme values indicate that the relationship can be described by a perfectly monotonic function. The null value indicates that there is no monotonic relationship between the two time series.

In figure 6.8 we show the comparison between the correlation maps given by the Pearson correlation and those given by the Spearman correlation, calculated for the four sites with no time lag. In particular, we present correlations between amplitude series. We can see that we obtain almost exactly the same correlation maps with the two correlation measures. If we repeat the same comparison using the other time series, we also find that the two correlations give nearly identical maps. This indicates us that the correlations between the time series in different sites are essentially linear. Similar results have been found for anomaly time series by other researches [108].

6.4 Discussion

In this chapter, we have used Hilbert analysis to study the similarities between SAT dynamics in different regions. We have characterised these similarities by synchronisation and statistical correlation.

First, we calculated the Kuramoto parameter using the time series of the Hilbert phase, to measure synchronisation in three regions of the world. We found that both extratropics have a high degree of synchronisation, with northern extratropics being slightly more synchronous than southern extratropics. In contrast, the tropical region has a low degree of synchronisation. The aim of this analysis was to relate a global synchronisation measure with a climate
Figure 6.8: Comparison between the correlation maps given by Pearson and Spearman correlations. For each of the four chosen sites (as in fig. 6.3), we calculate the two correlation maps using the amplitude series. Left column reports the Pearson correlations, while right column reports the Spearman correlations.
phenomenon such as El Niño. We searched for linear correlations between the Kuramoto series and the Niño 3.4 index, but only weak and non-significative correlations were found. Further studies are needed to understand the origin of the fluctuations seen in the Kuramoto parameter and to select different geographical regions where the parameter is calculated.

Then, we analysed Pearson correlations between the time series of the cosine of the phase. In this way, a strong correlation between two sites indicates that their SAT oscillations are in phase. We found that both extratropics have high values of correlation: the sites of the same extratropics are strongly in phase, while they are in phase opposition with the sites of the other extratropics. In contrast, the region of the tropics has lower values of correlation.

These are expected results that can be easily interpreted: in the extratropics, SAT dynamics are similar since they are dominated by the common annual cycle; on the other hand, in the tropics the annual cycle is weak and SAT is also determined by local faster variability modes, so distant sites are not necessarily in phase. The stronger synchronisation of the northern extratropics compared to the southern extratropics can be explained by the presence in the northern extratropics of larger landmasses, that give an annual cycle of SAT with a wider amplitude. Another factor that can account for the higher synchronisation of the northern extratropics is the presence in the atmosphere of standing waves with higher amplitude. These waves are generated by the interaction between atmospheric circulation and topography, so they are influenced by the presence of larger landmasses.

Then, we explored the correlation obtained from the other time series: SAT anomaly, amplitude and frequency. We found that anomaly gives strong correlation patterns in both extratropics and in the El Niño site, and weaker correlations in the Indian site. In the extratropical sites, we can see correlation patterns formed by bands of alternating signs. These patterns are produced by Rossby waves, as we will discuss more in depth. The tropics have a different dynamics, since local processes of deep convection dominate SAT anomaly, thus giving low synchronisation between distant sites. As for the correlation pattern of the El Niño site, its long range correlations can be explained by the ENSO oscillation, which has been proved to have strong influence over different regions in the world [12, 19, 21, 64, 109].

It is well known that patterns of correlation in the extratropics are produced mainly by Rossby waves [12, 45, 110]. That happens because Rossby waves produce meanders in the jet streams, which cause anomalies in SAT with coherent spatial structures. An evidence for this comes if we analyse the maps of correlation with time lag in the southern extratropical site. We find that
the patterns of correlation move eastward as we reduce the time lag, which is compatible with the direction of the jet streams. In fact, as a Rossby wave propagates eastward, the pattern of SAT anomaly that it generates travels together with the wave.

Amplitude gives strong correlation patterns in the four sites. There are similarities with the correlation given by anomaly, especially in the extratropical sites, but there are also substantial differences, especially in the Indian site. We know that, by construction, if the SAT seasonal cycle is not a perfect sinusoid (and actually it is not), the amplitude is not constant and contains an oscillating mode that comes from the deviation of SAT from the sinusoidal oscillation. So, we speculate that this oscillating mode can explain the differences between the correlation patterns given by anomaly and by amplitude, since anomaly does not contain that mode.

Frequency gives in the extratropics a similar correlation pattern to the one given by anomaly, even if weaker; but it gives almost no significative correlations in the tropical sites. This difference is explained by the fact that, in the tropics, the seasonal SAT oscillation is small and frequency is mainly determined by fast fluctuations (faster than seasonal oscillations). Thus, frequency does not take into account annual oscillations and slower oscillations, such as ENSO, that can produce long range correlations in SAT anomaly.

To summarise, in this chapter we have seen that the time series that we obtain from the Hilbert transform have correlations that capture actual climate phenomena, such as SAT seasonal oscillation patterns, ENSO oscillation and Rossby waves. A possible future development of this study is using these correlations to build climate networks and trying to extract from these networks indicators of climate phenomena.
Chapter 7

Conclusions

7.1 Summary

In this thesis we have demonstrated that the Hilbert transform can be used in several ways as a tool to analyse climate time series. When applied to an oscillating signal, the HT allows us to calculate the instantaneous amplitude, phase and frequency of the signal. These series are the starting point of our analysis techniques. We have also pointed out that the HT has some limitations, mainly the fact that the amplitude and phase time series have the physical meaning of rotation only when the initial signal has a narrow band of frequency. However, we have showed that it is possible to find meaningful results even from raw SAT series with a wide band of frequencies. In particular, we were able to uncover spatial patterns of average frequency, to quantify interdecadal changes in SAT dynamics and to find correlation and synchronisation between different geographical sites. On the other hand, by applying a smoothing filter and varying the length of the averaging window, we were able to characterise different SAT dynamics and to identify different climatic regions.

In chapter 3 we started by analysing the instantaneous frequency calculated from SAT time series and found well-defined spatial patterns. In the extratropics, the average frequency in general has the expected value of one oscillation per year, produced by the annual cycle of solar forcing. On the other hand, the tropics in general have higher frequencies, since in this region the seasonal oscillation of temperature is small in comparison to more rapid fluctuations caused by other climatic phenomena. We also found well-defined patterns of standard deviation of frequency, that largely coincide with regions of high
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precipitation. In addition, in the extratropics, the average value of frequency and its standard deviation tend to be higher in winter than in summer. This happens because, in the midlatitude oceans, the air-sea contrast is larger in winter than in summer, and SST gradients are larger. So, the atmosphere allows faster changes in SAT fluctuations and higher day-to-day variability.

We also analysed the evolution of frequency in specific geographical sites and saw that frequency has an irregular behaviour with large fluctuations. Instead of applying a filter on SAT to obtain a narrow band of frequency, we showed that frequency fluctuations contain meaningful information about large-scale climate phenomena. Our results indicate that Hilbert analysis can be a valuable tool to gain information about the dynamics of climatic variables.

In chapter 4, we used the time series of amplitude and frequency to study changes in SAT dynamics over the last 35 years. We calculated the relative change, between the first and the last decade, of the average and standard deviation of amplitude and frequency. Using the series of amplitude, we found the highest values of change (more than 50%) in Amazonia and in the Arctic. They can be interpreted, respectively, as due to precipitation decrease and to ice melting. Analysing the series of frequency, we found high values of change (more than 100%) in the Pacific Ocean: two areas of opposite sign in the eastern part and two areas of increase in the western part. These findings were interpreted as due to a shift towards north and a widening of the ITCZ. Confirming the shift of the ITCZ is an important result because its migration can have far-reaching consequences on the Earth’s climate.

We also performed different analyses to test the robustness of our findings. We saw that, changing the threshold of the significance test, the main areas of change remain unaffected. Secondly, changing the length of the interval over which we calculate the relative change, the patterns of change conserve the same shape. Lastly, we compared the results obtained from the two datasets and found very similar structures. The few discrepancies were interpreted as due to differences in the datasets, likely the consequences of the two different reanalysis models.

In chapter 5, we used Hilbert analysis to unveil hidden regularities in SAT dynamics and to characterise different types of dynamics. We smoothed the SAT series, then calculated its instantaneous phase and from the phase we calculated the mean period of rotation. We analysed plots of the mean period as a function of the smoothing length and found well-defined plateaus, which reveal hidden regularities of SAT dynamics. We also showed that these results cannot be obtained by Fourier analysis, because the dominant peak of the spectrum has a frequency that is either constant or changes abruptly. We
used a well-known machine learning algorithm, k-means, to classify the sites in four clusters according to their values of mean period as a function of the smoothing length. The classification that we found actually reflects different climatic regions. Our results demonstrate that Hilbert analysis, combined with temporal averaging, can be used to uncover hidden temporal regularities and for the classification of different oscillatory behaviours.

To corroborate our results, we performed the same analysis on data generated by a synthetic model. We found that the mean period depends on the smoothing length in a way that is fully consistent with the model and the parameters used to generate the synthetic data. In addition, with the simple model it was possible to reproduce the dependence of the mean period found in four sites. We also compared the results given by two datasets and found in many cases the same dependence of the mean period. The discrepancies were interpreted as due to different grid resolutions of the two datasets, that become evident in regions with a high gradient of climatic behaviour. Finally, to analyse the influence of the sampling time, we calculated the map of mean period from SAT data with monthly resolution and found results that are consistent with the smoothed daily data.

In chapter 6 we investigated the similarities between SAT dynamics in different regions. Firstly we measured the synchronisation of the phase in three geographical areas: we found that both extratropics are highly synchronised, while the tropics are poorly synchronised. We also confirmed these results by analysing the statistical correlations between the time series of the cosine of the phase. We found that both extratropics have high values of correlation: the sites of the same extratropics are strongly in phase, while they are in phase opposition with the sites in the other extratropics. On the other hand, the tropics have low values of phase correlation. It is easy to interpret these results: as we expected, in the extratropics SAT dynamics is dominated by the annual cycle, hence the strong synchronisation. In contrast, in the tropics the annual cycle is weak and SAT dynamics is dominated by local faster variability modes, hence the weak synchronisation.

Then, we analysed the connectivities of several sites using the time series of SAT anomaly, amplitude and frequency. We found similarities and differences that could be explained by the characteristics of the climate in the different regions. Anomaly gives in the extratropics peculiar patterns of connectivity that are mainly due to Rossby waves. Studying the connectivity with time lag, we found an eastward shift of the pattern that confirms our interpretation. In the tropics, anomaly gives a connectivity pattern that is influenced by ENSO. Amplitude gives a strong connectivity in all the analysed sites. We
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Speculated that this is due to the fact that amplitude contains an annual oscillation, while SAT anomaly does not. Frequency gives in the extratropics a connectivity similar to the one given by anomaly, but in the tropics it gives almost no significant correlations. This was interpreted as due to the fact that in the tropics frequency is mainly determined by fast (faster than the annual oscillation) and local fluctuations, instead of the annual or slower oscillations (such as ENSO) that can produce long range correlations.

7.2 Future perspectives

The work presented in this thesis leaves several open questions, which can be explored in future research. First of all, we applied the Hilbert transform to time series of surface air temperature. There are many other climatic time series that can exhibit interesting oscillating dynamics, such as surface sea temperature, pressure and precipitation. In particular, using other time series, it could be possible to better characterise the interdecadal changes in climate dynamics and to identify and quantify their impacts.

We used the dependence of the mean period on the smoothing length to characterise SAT dynamics in different sites. An interesting possibility would be to use other time series calculated from Hilbert transform to characterise the dynamics of climate. Also, when searching for a classification of the sites based on their features, we could use other classification algorithms. In general, choosing different features and changing the classification algorithms, it could be possible to find classifications that reflect differences and analogies between various climatic aspects.

Regarding our work on correlations between time series, its natural continuation would be to use these correlations to build a climate network. There are many possible approaches to calculate the correlations and then there are different ways to select only significant correlation values as links in the network. Once the network is built, it is possible to perform some global and local measures on it. Our idea would be to use these measures as indicators of some climate phenomena, such as El Niño or monsoons. Another possibility with climate networks is to calculate directionality measures, to study how the effects of climate phenomena propagate on the globe. Also, it could be interesting to separate data according to seasons or some climatic indicator and calculate separate climate networks. In this case, analysing the differences between the networks, it could be possible to gain new insights for better understanding our climate. Another line of research could be to apply a smoothing filter to the
initial SAT series and study how this influences the structure of the network. Also, we could explore the possibility of searching for correlations between different variables calculated by HT.

Finally, an interesting application would be to use Hilbert time series to progress in the predictability of the original time series and their extreme fluctuations. In the same way, Hilbert time series could contribute to the predictability of climate indices (such as El Niño 3.4), by searching for correlations between a given index and quantities calculated from Hilbert analysis.
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