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Learning objectives 

ÅUnderstand the wide range of applications of 
low power diode lasers in communications, 
information processing and sensing. 
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Semiconductor lasers: types and applications 
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ÅLow-power visible: displays, projectors, imaging, pointers, 

data storage (CDs, DVDs), etc. 

 

ÅLow-power near-infrared: telecom, datacom, sensors, etc. 

 

ÅHigh-power near-infrared:  

Pumping (fiber lasers, solid-state lasers, amplifiers) 

Material processing (cutting, soldering) 



Wavelengths and applications 
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Source: SUEMATSU & IGA: SEMICONDUCTOR LASERS IN PHOTONICS,  

JOURNAL OF LIGHTWAVE TECHNOLOGY, VOL. 26, 1132, 2008 

Short wavelength  

Non telecommunications  

 Long wavelength 

 Telecommunications 



Optical communications 
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  No diode laser  Ý No internet! 

 

 
 Source: Infinera 



Optical data transport 

ÅToday, every phone, every text message, every downloaded 

movie, every Internet-based application and service: the 

information, at some point, is converted to photons that travel 

down a huge network of optical fibers. 

ÅThe network: more than two billion kilometers of optical fibers, 

a string of glass that could be wrapped around the globe more 

than 50,000 times. 

ÅOptical fibers not only connect homes to Internet, but also link 

up the cell towers, where the radio frequency photons picked 

up from billions of mobiles are converted to infrared photons 

and transmitted by optical cables. 

ÅHuge traffic within data centers. 
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Source: OPN march 2015 
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Diode laser market: contrasting trends for 
data storage and for communications 

ÅThe use of laser-based CDs, DVDs and Blu-rays is decreasing 

due to Flash drives, streaming video, the Cloud, smart phones 

and tablets. 

ÅBut the opposite scenario holds for lasers used in datacenters 

and telecommunications.  

ÅInternet demand is growing at about 40% per year. This growth 

is driven mainly by increasing video trafficðNetflix takes up to 

30% of the internetôs bandwidth at peak hours. 

ÅAdvances in telecom lasers and in signal processing allow 

internet providers to upgrade to a new technology: 100 Gbit/s. 

ÅThe challenge: scale the networks while lowering capital and 

operational costs per gigabit per second. 
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Optical communications: a along 
way from the beginning 

ÅThe first optical transmission system operated over 11 km of 

fiber at 45 Mbit/s: in May 1977 optical fibers were used to 

connect three telephone central offices in downtown Chicago. 

ÅIn the late 1970s, indium gallium arsenide phosphide 

(InGaAsP) lasers operating at longer wavelengths were 

demonstrated, enabling systems to transmit data at higher 

speeds and over longer distances.  

ÅIn the 1980s: wavelength-division multiplexing (WDM).  

A multiplexer at the transmitter is used to join signals together, 

and a demultiplexer at the receiver, to split them apart. 

 

10 Source: Nature Photonics 4, 287 (2010)  



Evolution of optical communications 

ÅIn the 1990s the development of Erbium-doped fiber amplifiers 

(EDFAs) enabled long transmission distances.  

ÅDiode lasers are efficient pump sources for EDFAs.  

ÅEDFAs cover the C-band between 1,530 nm and 1,565 nm. 

ÅIn 1996: 5 Gbit/s transoceanic systems spanning more than 

6,000 km without the need for optical-to-electronic conversion. 

ÅDense wavelength division multiplexing (DWDM) uses the 

C-Band window with dense channel spacing. Channel plans 

vary, but a typical DWDM system uses 40 channels at 100 GHz 

spacing or 80 channels with 50 GHz spacing. 

ÅBy 2010: standardization of 100G Ethernet and the 100 Gbit/s 

Optical Transport Network (OTN). 
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International Telecommunication Union (ITU) 
Institute of Electrical and Electronics Engineers (IEEE) 

Source: OPN march 2016 



Reaching the limit: ǘƘŜ άŎŀǇŀŎƛǘȅ ŎǊǳƴŎƘέ 

11/01/2017 13 

ÅBy the end of 2017: standardization of 400G Ethernet 

expected. 

ÅSuper-channels: extension of DWDM technology (treat 

multiple carriers as a single logical unit). 

ÅThe information capacity is rapidly becoming fully utilized.  

ÅThe spectral information density (spectral efficiency) that can 

be transmitted over a fiber of a given length faces hard limits 

fundamental limits due to amplification noise and Kerr 

nonlinearities that lead to various types of signal 

distortions, 

practical limits originating from technological imperfections. 
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The need for optical parallelism 

ÅThe speed increase of the last decade would not have 

been possible just by simply modulating faster the 

intensity of optical pulses (with increasing modulation 

speeds 10 Gbit/s to 40 Gbit/s to 100 Gbit/s). 

ÅOther physical dimensions had to be exploited. 

ÅOptical parallelism: independently modulating the real 

and imaginary parts of the complex optical field ðor, in 

engineering terms, its in-phase and quadrature 

componentsðas well as by modulating both 

polarizations (polarization division multiplexing, PDM).  
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The five physical dimensions 
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Source: OPN march 2015 

Å Most 100 Gbit/s systems modulate four parallel electrical signals at around 

30 Gbit/s (25 Gbit/s, plus overhead for forward error correction).  

Å This requires extracting the full optical field information at the receiver. 

Å Systems had to transition from direct detection of the optical pulse intensity 

to coherent detection of the optical field. 



Coherent detection  

ÅHeavily researched in the 1980s 

 

ÅIt was abandoned in the early 1990s with the advent of 

EDFAs. 

  

ÅRebirth of coherent detection in the 2000s was technologically 

enabled by the capabilities of digital electronic signal 

processing (DSP), including the necessary  

ïdigital-to-analog converters (DACs) and  

ïanalog-to-digital converters (ADCs) 
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The problem: dispersion 
Å Modal dispersion arises from differences in propagation times between 

different modes; it can be avoided by using single-mode fibers. 

 

Å Chromatic dispersion arises from refractive-index variation as a function of 

wavelength. A fiber's refractive-index profile can be specially tailored to 

fabricate dispersion-compensating fibers to offset those of standard 

transmission fibers. 
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Å Polarization-mode dispersion (PMD) 

arises from fiber birefringence, which 

delays one polarization mode with respect 

to the other. Birefringence in standard 

transmission fibers is small, so PMD went 

unnoticed until data rates reached gigabits 

per second.  



Dispersion management 

ÅOptical dispersion has been managed by assembling 

transmission systems from two or more types of fibers with 

different characteristic dispersion to keep total dispersion low 

and uniform across the operating wavelengths. 

 

ÅThat delicate balancing act could manage chromatic dispersion 

for WDM systems using narrow-linewidth lasers at channel 

rates of 2.5 or 10 Gbit/s. 

 

ÅHowever, transmitting at higher rates requires much tighter 

control of chromatic dispersion + management of PMD. 
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Electronic dispersion compensation 

ÅElectronic digital signal processing has replaced optics in 

dispersion management: the replacement of in-line optical 

dispersion compensation with digital signal processing 

(DSP) in special-purpose chips has been key to the success 

of coherent fiber-optic transmission at 100 Gbit/s and up.  

ÅElectronic dispersion compensation was first demonstrated in 

the early 1990s. The compensators used the Viterbi 

algorithmða standard signal-reconstruction techniqueðand 

application-specific integrated circuits (ASICs) to regenerate 

the original signal. 

ÅElectronic pre-compensation at the transmitter and post-

compensation at the receiver replace optical compensation 

for rates higher than 10 Gbit/s. 
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Digital-to-analog and analog-to digital convertors 

ÅNowadays the use of digital-to-analog 

converters (DACs) at the transmitter 

enables the generation of Nyquist-shaped 

and magnitude/phase predistorted 

optical pulses. 
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ÅAnalog-to-digital converters (ADCs) at the receiver allow the 

faithful conversion of the full optical field of high-speed signals 

into the digital electronic domain for further digital processing. 

ÅIn research experiments (march 2015), rates are approaching 

1 Tbit/s per optical wavelength, with symbol rates of about 100 

Gbaud (Baud: symbols or pulses per second), carrying higher-

level quadrature amplitude modulation (QAM) formats with bit 

rates of up to 864 Gbit/s. 



Spatial multiplexing or space division 
multiplexing (SDM) 

ÅSome fibers for SDM transmission 
demonstrated over the past few years 
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Problems 

ÅHuge investment: the new waveguide technology will 

require the deployment of new transmission fibers. 

ÅHow to ensure a smooth upgrade path from existing fiber 

optic networks? 

ÅFor now, at least, such waveguides belong to the realm 

of fiction.  

ÅConsequently, SDM systems must reuse the existing 

fiber infrastructure and available optical system 

components to the maximum possible extent. 

ÅPossible solution: optical angular momentum (OAM)? 
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INFORMATION STORAGE 



Evolution of information storage 
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Evolution of optical data storage systems  

First demonstration: Phillips 1979 

First generation (1980s): CDs  

ÅThe information is in a 2D surface of a 

recording medium and occupies less 

than 0.01 % of the volume.  

Ål =780 nm (GaAlAs) 

ÅDue to the limitation of the recording 

wavelength and the numerical aperture 

(NA) of the recording lens, the storage 

capacity was 650-750 MB.  

 

11/01/2017 26 Source: Optics and Photonics News July/August 2010 



 The following generations 

ÅDigital versatile disks (DVDs, 1995) 

 

ÅBlue DVDs (Blu-rays, 2000)  
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n film 

onto a 
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disk 
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What is next in optical data storage?  

Å Multi-dimensional systems (via two-photon absorption 

to decrease depth of field for more layers, or via the 

polarization of the laser beam), 

 

Å shorter wavelengths (via nonlinear optics: frequency 

doubling), 

 

Å super-resolution (stimulated emission depletion STED), 

 

Å holographic data storage. 



5D data storage 
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The multiplexed information can be individually 

addressed by using the appropriate polarization 

state and wavelength. 
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INTEGRATED PHOTONICS:  
FROM ELECTRONS TO PHOTONS 



Integrated circuit 
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Vacuum tubes Transistor 

In electronics: 

In photonics: 

Diode laser Photonic Integrated Circuit (PIC) First diode lasers 

Moving photons, rather than electrons, requires less power 



11/01/2017 32 

ÅSilicon is optically transparent at telecom wavelengths 

(1,310 and 1,550 nm), so it can be used to create 

waveguides. 

 

ÅBut silicon lacks the necessary physical properties for 

active devices:  

ïthe direct bandgap needed for light emission and 

ïthe electro-optic effect used for modulation of light. 

 

ÅThe temperatures at which high-quality GaAs layers grow 

are so high (700 C) that they damage conventional 

complementary-metal-oxide-semiconductor (CMOS) chips. 

Silicon photonics 



11/01/2017 33 
Source: Intel 


