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We study the stability of the fixed-point solution of an array of mutually coupled logistic maps, focusing on
the influence of the delay times, 7;;, of the interaction between the ith and jth maps. Two of us recently reported
[Phys. Rev. Lett. 94, 134102 (2005)] that if 7;; are random enough, the array synchronizes in a spatially
homogeneous steady state. Here we study this behavior by comparing the dynamics of a map of an array of N
delayed-coupled maps with the dynamics of a map with N self-feedback delayed loops. If N is sufficiently
large, the dynamics of a map of the array is similar to the dynamics of a map with self-feedback loops with the
same delay times. Several delayed loops stabilize the fixed point, when the delays are not the same; however,
the distribution of delays plays a key role; if the delays are all odd a periodic orbit (and not the fixed point) is

stabilized. We present a linear stability analysis and apply some mathematical theorems that explain the

numerical results.
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I. INTRODUCTION

Cooperative behavior arises in many fields of science, and
classical examples include the onset of rhythmic activity in
the brain, the flashing on and off in unison of populations of
fireflies, and the emission of chirps by populations of crick-
ets [1]. The important practical applications are the synchro-
nization of laser arrays and Josephson junctions. Coupled
map lattices (CMLs) [2] are excellent tools for understanding
the mechanisms of emergency of synchrony in complex sys-
tems composed of interacting nonlinear units, because, by
simplifying the dynamics of the individual units, CMLs al-
low the simulation of large ensembles of coupled units.

The effects of time delays arising from the finite propaga-
tion time of signals have received considerable attention.
Classical examples are the Mackey-Glass model in physiol-
ogy [3] (that describes anomalies in the regeneration of white
blood cells due to the finite time of propagation of chemical
substances in the blood), and the Tkeda model [4] in optics
(that accounts for the finite velocity of light in optical
bistable devices).

Three common consequences of time delays are multista-
bility, which typically arises for delays longer than the intrin-
sic oscillation period [5,6], chaotic dynamics, which arises
for strong coupling and/or long delays, and oscillation death,
which refers to the existence of stability islands in the pa-
rameter space (coupling strength, delay time) where the am-
plitude of coupled limit-cycle oscillators is zero [7]. It is also
well-known that time-delayed feedback can stabilize un-
stable orbits embedded in chaotic attractors [8] and enhance
the coherence of chaotic [9,10] and stochastic motions [11].

Most studies of delayed coupling have considered uni-
form delays, i.e., the interactions between the different ele-
ments of a network occur all with the same delay time (in-
stantaneous coupling is a particular case of “fixed delay
coupling”). To the best of our knowledge, the first study of a
system of mutually coupled units interacting with different,
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randomly chosen delay times was done by Otsuka and Chern
[12] in the early 1990’s. In Ref. [12] an array of semicon-
ductor lasers with incoherent optical coupling was studied
numerically, and it was shown that different dynamic re-
gimes occur, including synchronization, clustering and
steady-state behavior, depending on the average delay and
the delay distribution. Distributed (or random) delays have
been the object of recent attention since several authors have
reported that nonuniform delays can have a stabilizing effect.
Atay et al. [13] studied ensembles of limit-cycle oscillators
and showed that distributed delays can enlarge the stability
islands where oscillator death occurs. Huber and Tsimring
[14] studied networks of globally coupled, noise-activated,
bistable elements and found that increasing the nonunifor-
mity of the delays enhanced the stability of the trivial equi-
librium. Eurich er al. [15] showed that distributed delays
increase the stability of predator-prey systems including two-
species systems, food chains, and food webs.

Two of us recently studied an array of logistic maps
coupled with randomly distributed delay times [16],

N
Xt +1) = flx(0)] + §2 (it = 7)1 = fe0D, (1)
j=1

where =0 is an integer-valued time index, i=1,...,N is a
space index, f(x)=ax(1-x) 1is the logistic map (a
€(0,4]), € is the coupling strength (e [0,1]) and 7,,=0 is
an integer that represents the delay time in the interaction
between the ith and jth maps. For 7; random enough
the array synchronizes in the spatially homogeneous steady-
state, x;(f)=x, for all i, where x, is the nontrivial fixed
point (xo=1-1/a). This synchronization behavior is in con-
trast with the synchronization with fixed and distant-
dependent delays. For fixed delays (7;=m7 Vi,j) the array
synchronizes in a spatially homogeneous time-dependent
state, x;(1)=x(¢) Vi,r, where the dynamics of an element of
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the array is either periodic or chaotic depending on 7, [17].
For distant-dependent delays (7; -—k|l —j| where k is the in-
verse of the velocity of transmission of information) a one-
dimensional linear array synchronizes in a state in which the
elements of the array evolve along a periodic orbit of the
uncoupled map [i.e., x;(¢) is a solution of x,(r+1)=f]x;(1)]],
while the spatial correlation along the array is such that
x{()=x;(t-7;) Vi,j (i.e., a map sees all other maps in the
present, current, state) [18].

In Ref. [16] the stabilization of the fixed-point solution
due to random interaction delay times was interpreted as a
“discrete time” version of the control method for stabilizing
a fixed point recently proposed by Ahlborn and Parlitz [19].
In Ref. [19] the fixed point of a dynamical system x=f(x)
was stabilized with the addition of several feedback terms
that satisfy (i) the feedback terms vanish in the steady state
and (ii) the delay times are not an integer multiple of each
other (with these conditions the control terms vanish only at
the fixed points and not at the periodic orbits). Simulations of
a single logistic map with N self-feedback time-delayed
loops,

N
x(e+1) = fIx()] + ]EVE (flxt- )] - Ix0D, )
j=1

show that several terms with different delays lead to the sta-
bilization of the fixed point after transients.

The behavior of a single unit often helps understanding
the behavior of an ensemble of coupled units, and in particu-
lar the “chaos suppression by random delays” in an ensemble
of coupled logistic maps can be interpreted in terms of the
suppression of chaos and the stabilization of the fixed point
in a single logistic map with several delayed self-feedback
loops. The aim of this paper is to further investigate this
point, by comparing the dynamics of an element x; of an
array of globally coupled N logistic maps [Eq. (1)] with the
dynamics of a logistic map with N self-feedback loops [Eq.
@)

This paper is organized as follows. Section II presents a
linear stability analysis of the fixed point solution of Eq. (2)
and discusses the stability in the parameter space (local non-
linearity, a, feedback strength, €). We find an analytical (suf-
ficient) instability condition, Eq. (15), that holds for large a
and low ¢, regardless of the number of feedback terms and/or
the values of the delay times. We find a second (sufficient)
instability condition, Eq. (21), that holds for one feedback
loop, independently of the delay time. Section III presents a
comparison of the dynamics of a logistic map with N self-
feedback delayed loops, with the dynamics of a map of an
array of N delayed-coupled logistic maps. The numerical
simulations show that if N is sufficiently large, the dynamics
of a map of the array is remarkably similar to the dynamics
of a map with N feedback loops and the same delay times.
The similarities are explored by analyzing the regions in the
parameter space (a,e) where the fixed-point solution is
stable, and comparing with the analytic results of Sec. II. We
also present bifurcation diagrams that demonstrate similar
types of instability scenarios. Section IV presents an inter-
pretation of these results based on the analogy between glo-
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bally coupled maps and a single map with external driving,
studied by Parravano and Cosenza in Refs. [20,21]. Section
V presents a summary and the conclusions.

II. STABILITY ANALYSIS

To analyze the stability of the nontrivial fixed point solu-
tion of Eq. (2), xo=f(xy) (for the logistic map xo=1-1/a),
we define a new set of variables,

ym(t) =x(t_m)’ (3)

with m=0,...,M and M=max(7;), that describe the present
and past state of the map. We can rewrite Eq. (2) in terms of
these new variables as

Ym-1(1) if m+#0,
N
ymlt+1) = € :
(1= Oflyo@]+ 2 fly;] ifm=0.
i=1
(4)
The fixed-point solution is
yo(t) =x0,...,yM(t) =Xp- (5)
To study the stability of this solution we linearize,
M
Syt + 1) = 25 Ay 8y,(0), (6)
n=0
where
(I-efx)+ay a a ay-y Ay
1 o o0 - 0 0
0 1 0 - 0 0
A= . .
0 0 O 0 0
0 0 0 0
(7
Here
N €
€ 4
n= N; [yTi(t)](sTin = lnIT]f (XO)’ (8)

where [, is the number of times the value 7=n appears in the
sequence 71,72,...,TN:E£4=11,1:N. The term «, accounts for
the instantaneous feedback loops. Notice that some of the «,
coefficients will be zero (a,=0 if 7,#n Vi); however, the
coefficient corresponding to the maximum delay, M =7, is
different from zero and is given by

ay = le,f’ (x0). )

The next step for the derivation of analytic stability condi-
tions is the study the eigenvalues \; (with i=0,...,M) of the
matrix A. The Gershgorin theorem [22] states that all eigen-
values of a complex square matrix are located in a set of
disks centered at the diagonal elements a;; with radius equal
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to the sum of the norms of the other elements on the same
row,

N—agl <2 lag. (10)

#i
For i# 0 Eq. (10) gives |\;|<1 and for i=0 gives

IN; = (1 = €)f (x0) — ag| < €f’ (x0)| - |ag

) (11)

where we used Eq. (8), Ej"iol ;=N and Ej"/ioaj:ef’ (xo). There-
fore, the eigenvalues are in the region of the complex plane
defined by the two disks,

=1, (12)

IN= (1= &)f (xo) — ag| < €lf’ (xo)| - |a|. (13)

From here we derive a sufficient stability condition and a
sufficient instability condition. If the disk of radius
€lf’ (xo)|—| | centered at (1—e)f(x,)+a is completely in-
side the disk of radius 1 centered at O, then all the eigenval-
ues will have |[\|<1. Therefore, a sufficient stability condi-
tion is |(1—e€)f (xo) + ay| + €lf’ (xo)| —|ap| <1, and taking into
account Eq. (8) all the a, and f’(x,) have the same sign, the
sufficient stability condition reads as

If' (xp)| < 1. (14)

This stability condition is trivial because if Eq. (14) holds,
then the fixed point of the “solitary map” (the map without
feedback loops, €=0) is stable.

Let us consider the region where |f’(x,)|>1 (for the lo-
gistic map [f'(xy)|>1 for a>3). In this region we have the
following sufficient instability condition: if

(1= &)f" (xo)| - elf" (xo)| +2]ao| > 1, (15)

then the disk centered at (1—e)f’(x,)+ a, of radius €[f’ (x,)|
— || is completely outside of the disk centered at zero of
radius 1, and therefore there is at least one eigenvalue with
[\|>1. We remark that this instability condition holds, re-
gardless of the number of feedback terms, and regardless of
the values of the delay times.

The stability and instability regions are displayed in Fig.
1(a). The trivial stability condition holds for a <3, the insta-
bility condition holds for large a and small € (there is a
second instability region, in the corner of large a and € which
is discussed below). For comparison, we show in Figs.
1(b)-1(d) the stability regions calculated from numerical
simulations of Eq. (2) with one delayed feedback loop (and
different delay times), which agree well with the analytic
predictions.

Additional information can be obtained by calculating ex-
plicitly the eigenvalues of A. The roots of the characteristic
equation
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FIG. 1. (Color online) (a) Analytically calculated stability re-
gions for the logistic map with one delay term. The trivial region
defined by Eq. (14) is displayed in black (blue online), the instabil-
ity regions defined by Egs. (15) and (21) are displayed in dark grey
(red online). (b)—(d) Stability regions calculated numerically, by
simulation of Eq. (2) with one delay term and different initial con-
ditions. The parameter regions where the fixed point is stable for all
initial conditions are displayed in black (blue online). The black
solid lines indicate the borders of the instability regions defined by
Eqgs. (15) and (21). Near these boundaries there is sensitivity to the
initial conditions: some trajectories evolve towards the fixed point,
while others evolve to periodic or chaotic orbits. The delay times
are (b) 7,=1, (¢) 7,=2, (d) 7,=3.

(I-9f' () +a-N a o ay-1 Ay
1 -~ 0 - 0 0
0 I =N -+ 0 0
det . .
0 0 O - 0
0 0 O I =\
-0, (16)

can be written in terms of the determinant of two M X M
matrices,

[(1-e)f (x) + ¢y— N]det C—det B=0, (17)
where
-A 0 0 0
1 =i 0 0
c=| : : (18)
0 0 - =N 0
0 0 1 =\
and
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a; @ Ay Ay
I =N - 0 0
B=| : B (19)
o o0 -+ =N 0
o o0 -- 1 -\

We calculated the determinant of each matrix recursively
(details are presented in the appendix ) obtaining

M
AMFL_T(1 = @)f (x) + ap\M - > aj)\M‘f: 0. (20)
j=1
The roots of Eq. (20) satisfy 1% |\ =|ay,|. Thus, if
|| = Ly ef’ (xo)/N| > 1 (21)

at least one eigenvalue has |\|>1, i.e., this gives another
analytic (sufficient) instability condition. For [,,/N=1 Egq.
(21) holds in the right-bottom corner of Fig. 1(a) (large a,
large €); for 1,,/N<1 Eq. (21) is not satisfied in the param-
eter region of interest (a €[0,4],e[0,1]). Notice that if
lyy/N=1, then the map has only one feedback loop (because
the multiplicity of the feedback terms with maximum delay
is equal to the total number of feedback terms); therefore,
Eq. (21) indicates that when a logistic map has a single feed-
back term, the fixed-point solution cannot be stable in the
parameter region (large a, large €), regardless of the delay
time. In other words, a single feedback term cannot stabilize
the fixed point in the (large a, large €) parameter region.
Numerical simulations of Eq. (2) with N=1 and different
delays confirm these analytical predictions, see Figs.
1(b)-1(d).

Further analytical insight can be gained by considering
two special cases: all-even and all-odds delays. First, let us
show that if the delays are all even (and therefore, M is
even), A=—1 is a solution of Eq. (20) when f’(xy)=-1, i.e.,
at the border of the stability region, Eq. (14). Substituting
A=-1 in Eq. (20) and taking into account that M—j is even
(since in the sum only terms with j even are different from
zero) gives

M
~1-[(1 - &f (xo) + @] - 2 @,;=0. (22)
j=1

Using Zjﬂioaj: €/’ (xy) we obtain f’(x,)=—1. Therefore, when
the delays are all even there is an eigenvalue A=—-1 if and
only if a=3, regardless of e.

Next, let us see what happens if the delay times are all
odd, therefore, M is odd and, in addition, ay=0. Taking into
account that M —j is even (since in the sum only terms with
J odd are different from zero) for A=—1 Eq. (20) gives

M
L+[(1 - Of (xp)]- X a;=0. (23)
j=1

Using E}]-Zlaj:q"(xo) we obtain f’(xy)=—1/(1-2¢€). For the
logistic map this gives a=(3-4€)/(1-2¢), a condition which
is satisfied for ee [0,1] only for values of a inside the sta-
bility region a <3.
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FIG. 2. (Color online) Eigenvalues in the complex plane for a
map with N=3 feedback loops with all-odd delays (left column,
7,=1,3,5) and all-even delays (right column, 7;=2,4,6). €=0.5 and
(a), (e) a=2.5; (b), () a=2.7; (¢), (g) @=3.0 and (d), (h) a=3.8. The
circles indicate the Gershgorin disks.

The above analysis allows us to draw some additional
conclusions about the stability of the fixed point in the spe-
cial cases of all-even and all-odd delays. For all-even delays
an eigenvalue is real and negative and equal to —1 for a=3.
For larger a this eigenvalue can in principle become N <-1,
rendering the fixed point unstable due to a period-doubling
bifurcation. For all-odd delays this instability scenario is not
possible, as A=—1 in a parameter region where we know that
all eigenvalues must have |\|<1.

We verified these predictions by calculating numerically
the eigenvalues of A. Figure 2 displays results for all-odd and
all-even delays, varying a while keeping e constant. It can be
observed that for all-even delays one real eigenvalue be-
comes less than —1 for a>3; for all-odd delays a pair of
complex-conjugate eigenvalues have modulus greater than 1
for a>3.8.

III. NUMERICAL RESULTS

In this section we compare the dynamics of a logistic map
with N self-feedback loops, Eq. (2), with the dynamics of a
map of an array of N globally delayed-coupled logistic maps,
Eq. (1).

We  consider Gaussian distributed delays, 7;=7
+near(cé), where ¢ is a parameter that allows varying the
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FIG. 3. (Color online) Stability region of the fixed point solution
of an array of N maps (upper row) and of a map with N feedback
loops (lower row). The delays are Gaussian distributed with 7,
=3,c=1. The dynamics of the map with feedback loops was simu-
lated for various sets of delays 7;: the fixed point was found to be
stable for all sets in the black region (blue online) and unstable for
all sets in the dark gray regions (red online). The solid line indicates
the borders of the instability region defined by Eq. (15). (a) N=10,
(b) N=20, (c) N=100.

width of the delay distribution (for ¢=0 the delays are all
equal, 7;;=7, for ¢ #0 the delays are distributed around 7);
¢ is Gaussian distributed with zero mean and standard devia-
tion one; near denotes the nearest integer (we use near in-
stead of int to have a distribution that is symmetric with
respect to 7y; however, the results are largely independent of
the precise form of the delay distribution). Depending on 7,
and ¢ the distribution of delays must be truncated to avoid
negative delays.

We begin by showing that if N is large enough, the pa-
rameter region where the fixed point is stable for the array is
remarkably similar to the parameter region where the fixed
point is stable for the map with feedback loops. Figure 3
displays results for three values of N, the upper row shows
the stability region of the homogeneous steady-state solution
of the array [x/(t)=x;(1)=x, Vi,j,t], while the lower row
shows the stability region of the fixed point solution of the
map with feedback loops. The delays of the self-feedback
terms, 7; with j=1,...,N, were taken equal to the delay times
of the interaction of the ith and jth maps of the array; this
gives N sets of delay times (7,=7; with i=1,...,N). In the
lower row of Fig. 3, the parameter region where the fixed
point is stable for all sets of delays is displayed in black
(blue online), and the regions where it is unstable for all sets
of delays are displayed in dark gray (red online). Outside the
trivial stability region (a¢<3) and outside the instability re-
gion defined by the sufficient condition Eq. (15), if N is small
the fixed point of the map with self-feedback loops can be
stable or unstable, depending on 7; (i.e., the fixed point can
be stable for the ith set of delays and not for the kth set of
delays); however, if N is sufficiently large, the stability of the
fixed point is the same for all sets of delays (there is sensi-
tivity to the precise values of 7; near the boundaries of the
instability regions). It can be observed that for both the
single map and the array the fixed point is unstable in the
left-bottom corner (large a, low €), in agreement with the
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FIG. 4. (Color online) Influence of the width of the delay dis-
tribution on the stability of the fixed point solution of an of array of
N maps (upper row) and of a map with N feedback loops (middle
row). The delays (lower row) are Gaussian distributed with 75=3,
(a) ¢=0.5, (b) c=1, (¢c) c=2. N=100.

results of the preceding section [where we showed that in
this region the sufficient instability condition, Eq. (15),
holds].

The stability of the fixed point depends on the distribution
of delays, and again the similarities between a map of the
array and a map with self-feedback loops, for N large
enough, are remarkable. As the width of the delay distribu-
tion, ¢, increases, the parameter region where the fixed point
is stable grows (see Fig. 4), and this occurs for both, the
array and the map with self-feedback loops.

For the array of coupled maps, the parameter that quanti-
fies the influence of the delays is not the mean delay, {7), or
the standard deviation of the distribution, D, but is the nor-
malized disorder parameter, ¢'=D,/{7) [16] (()=1,, D,=c,
and ¢"=c/, if the Gaussian distribution is not truncated).
Figure 5 shows that this is also the case for the map with
self-feedback loops, as it can be noticed that the stability
region of the fixed point is the same for distributions that
have different (7 and D, but the same normalized width, ¢".

Figure 6(a) displays the stability region of the fixed point
solution for the array (upper row) and for the map with self-
feedback loops (lower row), in the parameter space
[7o(~(7)), c(~D,)]. It can be observed that the fixed point
is stable if the delays are random enough (i.e., if the width of
the distribution, c, is larger than a certain value that increases
with 7). When the stability region is plotted vs the normal-
ized width ¢* [Fig. 6(b)], it can be observed that the value of
¢" above which the fixed point is stable is independent of 7,
[but depends on €, as shown in Fig. 6(c)]. This occurs for
both the map of the array and the map with self-feedback
loops.

While the above observation of enhanced fixed-point sta-
bility with increasing randomness of delays is generic, inde-
pendent of the precise form of the delay distribution, there is
an exception which is the case of all-even delays. For all-

066217-5



MARTI, PONCE, AND MASOLLER

(a)

0 4 8 0 5

=]
o
o

0 ||||||‘
1

15 0

I
10

FIG. 5. (Color online) Influence of the normalized disorder pa-
rameter on the stability of the fixed point solution of an array of N
maps (upper row) and of a map with N feedback loops (middle
row). The delays (lower row) are Gaussian distributed with different
mean and different standard deviation but with the same normalized
width, ¢"~c/7y (a) 7=3, c=1, (b) 7=6, c=2, (c) 7=10, ¢
=3.33. N=100.

||I|..
20

0

even delays the fixed point of the map with self-feedback
terms is stable only in the region defined by the sufficient
trivial stability condition, Eq. (14). Because the fixed point
becomes unstable due to a period-doubling bifurcation when
one real eigenvalue becomes N <-1 (as discussed in the pre-
ceding section), all-even delays tend to stabilize an orbit of
period 2. The same effect is observed in the array of N lo-
gistic maps; for all even delays the fixed point is stable only
in the trivial region a <3.

If N is sufficiently large, a map with N self-feedback
loops and a map of an array of N maps follow very similar
instabilities scenarios when € or a are varied (see below for a
discussion of the limit in which the similarities are not only

(a) (b) (c)

FIG. 6. (Color online) (a) Stability region of the fixed point
solution of an array of N maps (upper row) and of a map with N
feedback loops (lower row) in the parameter space (mean delay,
standard deviation). (b) Same as (a) but plotted vs the normalized
disorder parameter, see text. (c) Same as (a) but in parameter space
(e, disorder parameter). N=100, a=4, in (a), (b) €=1; in (c) 7p=5.
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FIG. 7. (Color online) Bifurcation diagrams for increasing €. (a)
i=1 map of the array. (b) i=2 map of the array. (c) Array configu-
ration, x; with i=1,...,N at time r=T7. (d) A map with feedback
loops with delays 7,=7;. (¢) A map with feedback loops with de-
lays Tj=Tyj. a=4, N=100, the delays are Gaussian distributed with
=3, c=1.

qualitative but also quantitative). As an example, Figs. 7-9
display bifurcation diagrams for varying € while keeping a
fixed. The delays are “mixed” (even and odd) in Fig. 7, all-
odd in Fig. 8, and all-even in Fig. 9. The parameters corre-
spond to a scan of € along the horizontal axis of Fig. 4(b), for
“mixed” delays the fixed point is stable in a range of € for
both, the map with feedback loops and the array. Figures
7(a), 7(b), 8(a), 8(b), 9(a), and 9(b) display the time evolu-
tion of one element of the array, i=1 (i=2), by plotting 100
consecutive interactions of x; (x,) after transients die away
vs €. Figures 7(c), 8(c), and 9(c) display the array configu-
ration at time =T (large enough to let transients die away).
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FIG. 8. (Color online) As Fig. 7 but with all-odd delays.
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FIG. 9. (Color online) As Fig. 7 but with all-even delays.

Figures 7(d), 7(e), 8(d), 8(e), 9(d), and 9(e) display the time
evolution of the map with feedback loops with delays
7,=7;(7,=7y;), by plotting 100 consecutive interactions of x
(after transients die away) vs €.

Above a certain coupling strength the array synchronizes
in a single cluster that displays either steady-state or time-
dependent dynamics [in Figs. 7(c), 8(c), and 9(c) there is a
single cloud of points for €> =0.5]; below this coupling
strength the array splits into clusters and the elements of each
cluster evolve along similar time-dependent orbits (the bifur-
cation diagrams for the elements i=1 and i=2 of the array
are similar, even for low e).

For a map with self-feedback loops with “mixed” delays,
the fixed point is stabilized for increasing e after a period-
doubling bifurcation [Figs. 7(d) and 7(e)]. In contrast, for
feedback loops with all-odd delays the fixed point is stabi-
lized after a Hopf bifurcation [Figs. 8(d) and 8(e)]. For all-
even delays the fixed point is not stable for any e [but the
period-two orbit is stable in a certain range of €, Figs. 9(d)
and 9(e)]. These results are in agreement with the analysis of
the preceding section, where we found that for all-odd delays
the fixed point changes stability when a pair of complex
eigenvalues cross the unit circle, and for all-even delays the
fixed point changes stability when a real eigenvalue crosses
the unit circle at A=—1. The bifurcation diagrams of the
i=1 and i=2 maps of the array display similar features [Figs.
7(a), 7(b), 8(a), 8(b), 9(a), and 9(b)], the fixed point is stable
in a range of € for “mixed” and all-odd delays, while the
period-two orbit is stable in a range of € in the case of all-
even delays.

Exponentially distributed delays [ 7;,=7,+int(c§), where &
is exponentially distributed, positive, with unit mean] yield
similar bifurcation diagrams, shown in Fig. 10. Furthermore,
the instability scenario for fixed € and increasing a (i.e., a
scan along a vertical line in Fig. 4) is also very similar, as
shown in Fig. 11.

IV. DISCUSSION

The similarities between a map of the array and a map
with self-feedback loops can be interpreted in the framework
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FIG. 10. (Color online) As Fig. 7 but with exponentially distrib-
uted delays (7p=1,c=1).

of the analogy between globally coupled maps (with instan-
taneous coupling), and a single map subjected to an external
drive, studied by Cosenza and Parravano in Refs. [20,21].
The authors considered

x(t+1) = (1= eflxi()]+ eHxy (1) - xy(D),  (24)

where H is a global coupling function that is invariant
to argument permutations  [H(xy,...,x;,...,X;,...xy)
=H(xy,...,x;,...,X;,...,xy) Vi and j], and showed that the
clustering behavior of the array can be analyzed through the

analogy with the driven map,
x(t+ 1) =1 - eflx(®)] + eF(2), (25)

where F(r) is a external forcing (assumed to be periodic).
The analogy holds because in Eq. (24) all the elements of the
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FIG. 11. (Color online) As Fig. 7 but varying a while keeping
€=0.3 fixed.
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FIG. 12. (Color online) (a) Mean field for the i=1 map of the
array vs €. (b) Mean field for each map of the array, H; with
i=1,...,N, vs € (c) Driving term of the map with feedback loops, F
vs €. N=100, a=4, the delays are the same as in Fig. 7.

array are affected by the coupling function H in exactly the
same way at all times, and therefore the behavior of any
element of the array is equivalent to the behavior of the
driven map, Eq. (25).

To analyze whether this analogy can be extended to the
case of delayed coupling, we calculated the mean field cou-
pling term at site i of the array,

N
1
Hi(1) = ]T/E (=71, (26)
J=1
and compared with the driving term of the map,
N
F(n)= —E Mt = 7)) (27)

We found that for N large, H,-(t) is nearly the same for all the
elements of the array, regardless of the array dynamics, and
its time evolution is similar to that of the driving term of the
map, F. As an example, Fig. 12 displays the mean field cou-
pling term and the driving term, for parameters correspond-
ing to the bifurcation diagrams shown in Fig. 7. In Fig. 12(a)
we plot 100 consecutive values of the mean field at one
element of the array, H, (after transients die away). Figure
12(b) displays the mean field at all elements, H; with
i=1,...,N, at time r=T (large enough to let transients die
away). It can be seen that H;=H; even for low values of e.
Figure 12(c) displays 100 consecutive values of the driving
term of the map with feedback loops, F(z) (after transients
die away), and it is observed that above a certain value of
€(e=0.2) F=H,.

We speculate that the analogy with the single map has its
roots in the fact that the elements of the array display similar
temporal variation, i.e., they evolve along equal (or similar)
orbits, even when the array splits into clusters. Therefore, a
map of the array “perceives” signals coming from other
maps as nearly indistinguishable from signals coming from
self-feedback loops. This can also be thought as an ergodic
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1 'I Il-'llll'-- ||| |- 'lllll
L;:_ llll :!'.!lll".-- """ Be I-- | |
L
10 (b) 1
E 1 .|||= ......... * - %
f H ' . 5 . .
L—;_ RN FRPRTTLL L Lo =
1
ol
0 1
1 -
[ — |||||| ||||
=3 1 ':' ' I I I
N L R L
0 0.2 0.4 0.6 0.8 1

€

FIG. 13. (Color online) As Fig. 7 but with fixed delays
(1o=1, ¢=0).

property of the dynamics, since the average over the en-
semble, H,, is nearly equal to the average over time, F.

The analogy holds even if the delays are all equal, ¢=0,
as shown in Fig. 13. Above a certain coupling strength
(e~0.45) the array synchronizes in-phase, x;(1)=x,(t) Vi,j,
and therefore the analogy is mathematically trivial since in
the synchronization manifold the evolution equation of one
element of the array and the evolution equation for a map
with a single self-feedback loop are exactly the same. How-
ever, multistability in the delayed map (i.e., the coexistence
of different stable orbits) might lead to competition phenom-
ena in the array of coupled maps, as different elements might
tend to evolve along different orbits, depending on the initial
conditions. The investigation of this type of dynamics is the
object of future work.

V. SUMMARY AND CONCLUSIONS

We investigated the dynamics of mutually coupled logis-
tic maps focusing on the influence of the delay times of the
interactions between the maps, and comparing with the dy-
namics of a map with several time-delayed self-feedback
loops. By using some mathematical tools such as the Gersh-
gorin theorem we derived analytic stability and instability
conditions for the fixed point solution of the map with feed-
back loops. We found that the stabilization of the array in the
fixed point solution can be well understood in terms of the
dynamics of the map. Specifically, for randomly distributed
delay times, if N and € are large enough the fixed point is
stable for both the map with self-feedback loops and the
array. Also, if the delay times are all even for both the single
map with N delayed loops and the array of N delayed-
coupled maps, we observed that the stability region of the
fixed-point is reduced to the “trivial” region (a<3) regard-
less of the coupling strength. The results presented here pro-
vide another example of an ensemble of mutually coupled
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interacting units, where understanding the dynamics of a
single unit with self-feedback loops is relevant for under-
standing the macroscopic behavior of the ensemble.
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APPENDIX

In this appendix we demonstrate Eq. (20). We start from
Eq' (17)9

[(1-¢e)f (xg) + @y—N]det C—det B=0, (A1)
and calculate the determinant of matrix C recursively,
- 0 0 0 O
1 =N O 0 O
1 =\ 0 O
det C =det .
O 0 O - =N 0
O 0 O 1 =\
-N 0 0 O
1 =\ 0O O
=—Ndet
0 O - =N 0
0 O I =\
0 0 0O O
1 =X 0O O
— det (A2)
0 0 - =N 0
0 0 1 =\

The second determinant is zero because the elements of the
first row are all zero. We obtain

det C(M)==NdetC(M-1)= - =(=M".  (A3)

The determinant of matrix B can also be calculated recur-
sively,

PHYSICAL REVIEW E 72, 066217 (2005)

a; @ a3 A1 Qy
I =~ 0 - 0 0
1 =N - 0 0
det B =det .
0O 0 O -A 0
0O 0 O 1 =\
-A 0 0 O
1 -A 0 O
= a; det
0 -\ 0
0 1 =X
a a3 Ay Ay
1 -\ 0 0
—det (A4)
0 0 -N 0
o o0 -- 1 -\

It can be noticed that the first matrix is C(M—1) while the
determinant of the second matrix can be calculated recur-
sively,

det B(IM) = a; det C(M — 1) —det B(M - 1), (A5)
where
Qy "ty Ay
BM-1)= A6
(M~1) N (A6)
0 1 -\

Substituting in (A1),

[(1=ef (xg) + ap—N]det C(M) —[a; det C(M - 1)

— a, det C(M - 2) +det B(M - 2)] = 0. (A7)
Using Egs. (A3) and (A5) we obtain
[(1 - &)f (xo) + ag = N](= M) = a; (= )M
+ az(— )\)M—Z — =0 (AS)

which gives

M
(= MM 4 [(1 = Of (xg) + apl(= MM + X (= 1Y ay (- MM
j=1

=0, (A9)

that can be simplified to

M
N (1 = @f (xp) + g\ + 2, a7 =0.
j=1
(A10)
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